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Preface

Note: This reterence describes in detail the architecture of the IBM Token-Ring
Network. Describing this architecture does not constitute a commitment by IBM to
provide products that implement all aspects of the architecture. For information
regarding the current implementation of this architecture in IBM products, refer to
the IBM publications listed in IBM Local Area Network Administrator’s Guide,
GA27-3748, or contact your IBM marketing representative.

This reference does not describe specific equipment that connects to the IBM
Token-Ring Network, or specific programs that implement this architecture.

To understand this reference, you need a background in the concepts of network
design and implementation. You must be familiar with the terms and concepts of
IBM Systems Network Architecture (SNA). It may be beneficial if you are also
familiar with the networking standards established by:

¢ The European Computer Manufacturers Association (ECMA)

* The Institute of Electrical and Electronics Engineers, Inc. (IEEE)

¢ The International Standards Organization (1ISO)

¢ The International Telegraph and Telephone Consultative Committee (CCITT).

This reference is divided into five parts:

e Part 1 provides an overview of the IBM Token-Ring Network architecture,
including basic functional layering concepts and a description of the format of
the frames used in the IBM Token-Ring Network.

¢ Part 2 describes in detail the Medium Access Control (MAC) sub-layer of the
Data Link Control layer.

¢ Part 3 describes in detail the Logical Link Control (LLC) sub-layer of the Data
Link Control layer.

¢ Part 4 describes in detail the LAN manager and the concepts of network man-
agement.

¢ Part 5 contains the appendixes, list of abbreviations, glossary, and index.

Prerequisite Publication

The IBM Token-Ring Network Introduction and Planning Guide, GA27-3677, con-
tains information needed before using this reference. it introduces the IBM Token-
Ring Network and explains in detail the process of planning for an IBM Token-Ring
Network.

Related Publications

The following publications contain information that may be helpful:
* |BM Systems Network Architecture Technical Overview, GGC30-3073.

¢ ECMA-89
Token-Ring Local Area Network Standard

¢ SO 8802/5
Token-Ring Local Area Network Standard

* /SO 8802/2
Logical Link Control Standard for Local Area Networks



1SO 4335 (Revised)
Information processing systems, data communication, high-level data link
control procedures, consolidation of elements of procedures

1SO 7809-1984
information processing systems, data communication, high-level data link
control procedures, consolidation of classes of procedures

CCITT — Recommendation X.25 (LAPB)

Interface between data terminal equipment (DTE) and data circuit-terminating
equipment (DCE) for terminals operating in the packet mode on public data
networks.

SNA Format and Protocol Reference Manual: Management Services,
SC30-3346

SNA Formats, GA27-3136
IBM Local Area Network Technical Reference, SC30-3383.

A more comprehensive list of other related publications can be found in IBM Local
Area Network Administrator’s Guide, GA27-3748.

New in This Edition

This edition contains new information concerning:

L]

Early token release

Logical Link Control (LLC) State Tables

Network Manager (IBM LAN Manager Version 2.0 protocols, frames, and flows)
Largest frame size values

Spanning tree protocol

Functional addresses

Alert transport frames

IEEE and user-defined SAPs (Service Access Points)

Wire fault regions.
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Chapter 1. Introduction to the Architecture

Note: This reference describes in detail the architecture of the IBM Token-Ring
Network. Describing this architecture does not constitute a commitment by IBM to
provide products that implement all aspects of the architecture. For information
regarding the current implementation of this architecture in IBM products, refer to
“Related Publications” on page iii or contact your IBM marketing representative.

The IBM Token-Ring Network is a high-speed communication network that consists
of physical equipment and architecture. »

Physical equipment includes adapters, attaching devices, and interconnecting
cable; these are described in the IBM Token-Ring Network Introduction and Plan-
ning Guide, GA27-3677.

The architecture, which is described in this reference, is:

The deécriptfon of the logical structure, formats, protocols, and operational
sequences for transmitting information through, and controlling the config-
uration and operation of, the IBM Token-Ring Network.

Product designers and developers, system programmers, and others who need
detailed information about the architecture of the IBM Token-Ring Network should
therefore use this reference. '

This architecture reference describes in detail the Data Link Control, Physical
layers, and Management for the IBM Token-Ring Network. The architecture for the
IBM Token-Ring Network can support a variety of higher-layer network protocols.
As a Physical and Data Link Control layer for IBM Systems Network Architecture
{SNA), the IBM Token-Ring Network supports communication between SNA nodes.

© Copyright IBM Corp. 1986 1987 1989 Chapter 1. Introduction to the Architecture 1-1



The Data Link Control Layer
Each node in an IBM Token-Ring Network contains a Data Link Control layer,
called DLC.LAN. DLC.LAN consists-of a manager function, called DLC.LAN.MGR; a
Logical Link Control (LLC) sub-layer, which includes one or more link stations, an
access channel control, and a user datagram service; and a Medium Access
Control (MAC) sub-layer, which includes one or more medium access controls.

Notes:

1. Alink is a logical connection between two link stations, providing data transfer
between two nodes; a node is either of the end points of the link; and a link
station is a"pr‘oto'col machirie- that manages the elements of procedure requiked
for the exchange of data, and that.schedules data transfer over the link.

2. In this reference, specific states and functions are written as a set of qualifiers
separéted by periods. For example, DLC.LAN.MGR is the manager function
(MGR) for the local area network component (LAN) of the Data Link Control
layer (DLC). :

3. In qualifiersthat are composed of more than one word (such as some parame-
ters), the individual words are connected by underscores to indicate that they
are all part of a single qualifier, rather than being separate qualifiers. Exam-
ples include timer_values and desired_functional_address_mask.

Figure j1-1 on page 1-3 illustrates the relationships among these architecture com-
ponents. '
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Medium Access
b 4 Control

Figure 1-1. Component Structure for DLC.LAN

Note: The structural decompositions in this reference represent the meta-
implementation, not the actual implementation, of the IBM Token-Ring
Network. They are meant to aid and guide implementers; they are not
meant to restrict implementers if the meta-implementation is not well-suited
to a given environment.

DLC.LAN.MGR | -
DLC.LAN.MGR covers both the LLC and MAC sub-layers, and provides manage-
ment functions for both. It supervises the operation of DLC.LAN and directs the
flow of information through the MAC and LLC sub-layers. DLC.LAN.MGR controls
link activation, the attachment of ring stations to the ring, and the removal of ring
stations from the ring.

DLC.LAN.MGR also acts as the interface between DLC.LAN and the Physical Unit.
In this capacity, DLC.LAN.MGR handles those records from the Physical Unit that
require action on the part of DLC.LAN.MGR, and passes other records from the
Physical Unit to appropriate link stations.

For more details, see Chapter 4, “Operation of DLC.LAN.MGR” on page 4-1.

The Logical Link Control (LLC) Sub-Layer
The Logical Link Control (LLC) sub-layer provides sequential, connection-oriented
data transfer and non-sequential, connectionless data transfer (see page 9-1). For
a detailed description of the LLC sub-layer, see “Part 3. The Logical Link Control
(LLC) Sub-Layer.” The sub-components of the LLC sub-layer and the functions they
perform on behalf of DLC.LAN are described in the following sections.
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Link Stations

The link stations provide sequential connection-oriented data transfer and error
recovery for one or more links.

The Path Control layer (see page 4-1) passes basic transmission units (BTUs) to
the link stations, which add appropriate control information. On each link, the local
and remote link stations use the HDLC asynchronous balanced mode of operation
to keep LPDUs in sequence and to detect and correct, by retransmission, LPDUs
that are out of sequence. Link stations pass the BTU and the control field to the
access channel control :

See Chapter 11, “Operation’of Link Stations” on page 11-1.

Access Channel Control

The access channe! control multiplexes message units flowing between the link
stations and the MAC sub-layer, and between DLC.LAN.MGR and the MAC sub-
layer.

The access channel control builds LLC protocol data units (LPDUs) from the infor-
mation in its routing table for that link station, and transmits the LPDUs to the MAC
sub-layer. It also routes the LPDUs it receives from the MAC sub-layer to the
appropriate link station or to DLC.LAN.MGR.

See Chapter 10, “Operation of the Access Channel Control” on'page 10-1."

User Datagram Service

The user datagram service, which is part of the DLC.LAN.MGR, provides
connectionless data transfer where data is sent and received without any corre-
lation to previous or subsequent data and without the need for the establishment of
a data link connection. '

A higher-layer protocol passes the data to be transferred and the source and desti-
nation addressing information to the user datagram service, which adds appro-
priate control information. The user datagram service passes the addressing
information, control field, and data to the access channel control. The user
datagram service does not provide acknowledgment of data, nor does it provide
any flow-control or error-recovery procedures See Chapter 9, “Connectlonless
Servicé” on page 9-1.

The Medium Access Control (MAC) Sub- -Layer

The Medium Access Control (MAC) sub-layer controls the routing of information
between the Physical layer and the Logical Link Control sub-layer. It provides:

* Address-recognition — for initiating the copying of a frame based on the desti-

- nation address in the physical header. Each ring station must be able to rec-
.ognize at least its own individual MAC address and an all- stations broadcast
address. In addition, ring stations should be able to recogmze one or more
group addresses. ' ‘

* Frame-copying — for copying a frame off the ring.
. Frame control recognition — for determmmg the frame format and the type

¢ Delimiting of frames — for determining the start and end of a frame. This
includes originating frames for transmission, and analyzing received frames.

-
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* Frame status generation and verification — for providing and verifying addi-
tional information (the frame check sequence, bits in the ending delimiter and
frame status field) in each frame to detect transmission errors.

* Priority management — for gaining access to the transmission medium based
on priority and issuing the proper priority level tokens.

¢ Routing — for determining which function in the node (or above) should
process the frame.

¢ Timing — to provide the timers required by the MAC management protocols.
¢ Token management — for gaining access to the physical transmission medium,

including appropriate supervision protocols in case of errors.

For a detailed description of the MAC sub-layer, see “Part 2. The Medium Access
Controi (MAC) Sub-Layer.”

The Physical Layer

Each node in an IBM Token-Ring Network contains a Physical layer. The Physical
layer provides attachment to the transmission medium, and contains the cable and
the circuit switches that are used to reconfigure the physical equipment.

The primary function of the Physical layer is to encode, transmit, recognize, and
react to the following signals:

e Bits(B'0',B'1")

¢ Code violations

¢ Signal losses (recognition and reaction).
See Appendix B, “The Differential Manchester Code” on page B-1for more infor-
mation on these signals.
The Physical layer also manages the following functions:

* The master clock, which generates timing information

¢ The latency buffer, which compensates for minor differences in timing between
two ring stations

¢ The phantom circuit, which provides voltage so that ring stations can attach to
the ring.

See Appendix C, “Physical Interfaces” on page C-1 for details of the required
physical interface to the IBM Token-Ring Network.
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Chapter 2. MAC Frame Format

The basic transmission unit on the IBM Token-Ring Network is the frame. Frames
are composed of a number of fields of 1 or more bytes, as shown below:

| e Physical Header e | | «— Physical Traller —|
sDi AC | Fc | Destination| Source Routing Information| Frame = | ED| FS
Address Address Information| Field Check

(Optional) | (Optional) | Sequence

1 1 1 6 bytes 6 bytes Variable Varioble 4 bytes 1 1
byte byte byte Length Length byte byte
Figure 2-1. IBM Token-Ring Network Frame Format. SD is the starting delimiter; AC is

the access control field; FC is the frame control field; ED is the ending delim-
iter; and FS is the frame status field.

Each field named above is described in detail in this chapter. in each field, and in
the frame as a whole, the high-order byte (byte 0) is transmitted first, as is the
high-order bit (bit 0) within each byte (that is, left to right in the figure above).

The physical header contains the starting delimiter, the access control and frame
control fields, the destination and source addresses, and the optional routing infor-
mation field.

The physical trailer contains the frame check sequence, the ending delimiter, and
the frame status field.

Code violation protection covers the access control and frame controi fields, the
destination and source addresses, the optional routing information field, the infor-
mation field, and the frame check sequence.

The frame check sequence covers the frame control field, the destination and
source addresses, the optional routing information field, the information field, and
the frame check sequence itself.

Starting Delimiter

The starting delimiter for a frame is a single byte with the following format:

SD
Bit 0 Bit 7

|J K,0,J K 000]

J = Code Violation
K = Code Violation

Figure 2-2. Starting Delimiter

All valid frames (and tokens) start with this byte, exactly as shown above. A frame
or token that starts with any other byte or combination of bits is invalid.

J and K indicate code violations, which identify the byte as a delimiter. See

Appendix B, “The Differential Manchester Code” on page B-1 for more about code
violations.
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Access Control Field

Priority Bits

Token Bit

" Monitor Bit

The access control field is a single byte with the following format:

AC
Bit 0 Bit 7

PP P TMRRR

I

P = Priority Bits

T = Token Bit

M = Monitor Bit

R = Reservation Bits

Figure 2-3. Access Control Field

Note: The term “priority” used in this reference always means “access priority.”

The priority bits indicate the priority of a token.

In a multiple-priority system, each ring station is assigned an allowed access pri-
ority, which indicates the maximum token priority the ring station can use to
transmit data. A ring station can use a token at a priority less than or equal to the
ring station’s allowed access priority.

A ring station may assign different priority levels to data. The priority level
assigned to data must be less than or equal to the ring station’s allowed access
priority, except for specialized management data. When a ring station with data to
transmit detects a token with a priority less than or equal to the data’s assigned
priority, the ring station changes the token to a frame (by appending the data to be
transmitted and the appropriate fields) and transmits the frame.

There are eight priority levels, from B'000’' (the lowest) to B'111' (the highest).
For example, B*110' is a higher priority level than B'011'. For a full discussion of
the use of priority bits, see “Access Priority” on page 3-16, “Token Transmission
Finite State Machine” on page 7-30, and “Frame Transmission Finite State
Machine” on page 7-32.

In a token, this bitis setto B'0'; in a frame, itissettoB'1'.

The monitor bit is used to prevent a token whose priority is greater than B'000', or
any frame, from continuously circling the ring. If an active monitor detects a frame
or a priority token with the monitor bit set to B'1', it then purges the ring and
issues a new token. The precise protocol for setting and interpreting this bit is dis-
cussed in “Monitoring Token and Frame Transmission” on page 3-22.
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Reservation Bits
The reservation bits allow ring stations with high access priorities to request (in
frames or tokens as they are repeated) that a token be issued at the needed pri-
ority. There are eight reservation levels, from B'000' (the lowest) to B'111"' (the
highest). For example B'110' is a higher reservation level than B'011°.

The precise protocol for setting these reservation bits- |s described in “Access
Priority” on page 3-16.

Frame Control Field

The frame control field defines the type of frame, as well as certain MAC and infor-
~ mation frame functions. The frame control field is a single byte with the following
format: :

. . FC . )
Bit 0 Bit 7
T T T i f 1 T
FLF rlrlZIZ\ZLZ

= Frame Type Bits
r = Reserved Bits
= Control Bits

Figure 2-4. Frame Control Field

Frame Type Bits

The frame type bits indicate the type of frame, as follows:

B'00' = MAC frame
B'01' = LLC frame
B'10' = Undefined frame (reserved for future use)
B'11' = Undefined frame (reserved for future use):

Medium Access Control Frames
If the frame type-bits indicate’'a MAC frame, then. all ring stations that have a
matching destination address (individual or group) copy the MAC frame, using
normal or express buffers as indicated by the control bits. (Express buffers are
described in “Express Buffer and Other Frame Control Field Values” on
page 5-24 ) : :

Log|cal Link Control Frames
If the frame type bits indicate anLLC frame the control bits are reserved by IBM
for future use. They are transmitted as zeros (X 0'); thelr value is ignored by
receiving ring statuons
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Undefined Format

The undefined format values (B'10', B'11') are reserved for frame types that may

be defined in the future. However, although currently undefined, any future frame
formats will adhere to the following conditions: '

Control Bits

¢ The format will be delimited by the starting delimiter and access control field;

and by the ending delimiter and frame status field, as defined in this chapter.
(Additional fields may follow the frame status field.)

The position of the access control and frame control fields will not change. The
definition of the format of the access control field, and of the first 2 bits of the
frame control field, will not change.

The access control field and the ending dehmnter wnII be separated by an inte-
gral number of bytes This will be at least 1 byte (the frame control field); the -
maximum length is subject to the constraints of the T(any_token) timer (see
“T(any_token)” on page A-2). Aring statiqh that detects a non-integral number
of bytes will set the error-detected bit in the ending délimiter of répeated )
frames to B'1' (see “Ending Delimiter” on page 2-13).

All bits between the starting and -ending delimiters will be elther B'0'orB'1'
(no code violations). A station that detects any other bit value will set the’
error-detected bit in the ending delimiter of repeated frames to B'1".

For a MAC frame, the control bits indicate how the frame is to be buffered. This is

described in detail in “MAC Frame Characteristics” on page 5-24.

For LLC and undefined-format frames, the control bits are reserved by IBM for
future use. They are transmitted as X'0's; their value is ignored by receiving ring
stations.

Reserved Bits

These bits are reserved by IBM for future use. They are transmitted as B'0's; their

value is ignored by receiving ring stations.
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Destination Address

The destination address identifies the ring stations that are to copy the frame. Des-
tination addresses always consist of six 8-bit bytes:

Bit 0 Byfe 0 Bit 7 Bit 0 Byfe 2

|IGULI'I 1 ! I—I*"l FAI T T ITI I‘FT T I I‘l
L=y b1 - 1 Il 1 | 1 I L . - - A

FigUre 2-5. Destination Address

¢ Bit 0 of byte 0 (called the I/G bit) indicates whether the destination address is
an individual address (B'0') or group address (B'1'). See “Individual and
Group Addresses” on page 3-9 for more details.

¢ Bit 1 of byte 0 (called the U/L bit) indicates whether the address is universally
administered (B'0') or locally administered (B'1'). See “Universal and Local
Administration” on page 3-9 for more details. ’

* Bit 0 of byte 2 (called the functional address indicator) indicates whether a
locally administered group address is a functional address (B'0") or a group
address (B'1'). See “Functional Addresses” on page 3-10 for more details.

The above indicators are an integral part of each station’s address, and must be
considered during the address-recognition process.

Source Address

The source address identifies the station that originated the frame. Source
addresses always consist of six 8-bit bytes:

Byfe 0 Bit 7 Bit 0

Bi
i 1 1 T 1 T 1 T 1T 1T 1 L 1
U | [

=1 I S I | L o | 1 1 Lol

Byte 5 o 7

L T 1 T T T T T l
L H ! L 1 ! L

Figure 2-6. Source Address

¢ Source addresses are always individual addresses, so the individual/group
address bit distinction of destination addresses is not needed. Instead, bit 0 of
byte 0 of the source address (called the RIl bit) is setto B'1' when there is a
routing information field present in the frame, and to B'0' when no routing
information field is present.

Ring stations that do not use source routing always set the Rll bitto B'0'. This
enables such ring stations to coexist on the same IBM Token-Ring Network
with ring stations that do use source routing. However, while a source-routing
ring station can coexist with a non-source-rbuting ring station on.another ring
in the same IBM Token-Ring Network, the two stations cannot communicate. If
aring station that does not use source routing receives a frame with a routing
information field, it will not interpret the frame correctly. '

* As in destination ad‘dresses, bit 1 of byte 0 (called the U/L bit) indicates
whether the address is universally administered (B'0') or locally administered
(B'1'). See “Universal and Local Administration” on page 3-9 for more
details. ‘ :
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Routing Information Field

FOIIowing the source address is the optional routing information field; this field is
omitted if the frame is not going to leave the source ring. This field, when present,
consists of a 2-byte routing control field and up to eight 2-byte route designators,

as shown below:

/L
7 7/
Routing | Segment | Segment Segment
Control | Number | Number ;. Number
7/
2 bytes - 2 bytes 2 bytes 2 bytes

Figgre 2-7. Routing Information Field

Routing Control Field

The format for the routing control field is shown below:

By’re 0

Bit 7 Bit 0

Byte 1

Bit 7

0
T

Br

l
B
L L l

LLWlDFFFr

.l

B =
L=
D=
F =
r=

Figure

B oadcast Indicators
Length Bits
Direction Bit"
Largest Frame Bits
Reserved Bits

2-8. Routing Control Field
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Broadcast Indicators

Length Bits

The broadcast indicators indicate whether the frame is to be sent along a specified
path, to all the segments in a network (potentially resulting in multiple copies on a
given segment), or to all the segments such that only one copy of the frame
appears on each segment in the network. For more about broadcasting, see
“Broadcast Terminology” on page 3-2. For a description of how bridges respond
to broadcast and non-broadcast frames, see “Route Designator Fields” on

page 2-10.

e B'0OXX' = Non-Broadcast: This indicates that the route designator field con-
tains a specific route for the frame to travel through the network.

e B'10X' = All-routes broadcast: This indicates that the frame will be trans-
mitted along every route in the network to the destination station. Frames
transmitted as all-routes broadcast will result in as many copies at the destina-
tion station as there are different routes to the destination station.

Note: An all-routes broadcast is independent of an all-stations broadcast,
which is indicated by all ones in the DA field. An all-stations broadcast implies
that every station on the segment will copy the frame, while an all-routes
broadcast implies that every bridge in a network will copy and forward the
frame to its adjoining segment (unless the next route designator already
appears in the routing information field).

e B'11X' = Single-route broadcast: This indicates that only certain designated
bridges will relay the frame from one segment to another with the result that
the frame will appear exactly once on every segment in the network.

Note: X'' means the bit can be either a 0 or a 1. lts value does not affect the
meaning of the indicator.

The 5 length bits indicate the length in bytes of the routing information field, ena-
bling ring stations to parse the rest of the frame correctly. (A ring station parses a
frame by separating it into its individual fieids. When a station parses a frame, it
also checks for errors in the formatting of the frame.)

For all-routes or single-route broadcast frames, the originating ring station initial-
izes the length field to X'2', to represent the 2 routing contro! bytes. Bridges alter
the routing information field in broadcast frames by adding route designators.

For non-broadcast frames, which are already carrying routing information, the
length field indicates the length of the routing information field, and remains
unchanged as the frame traverses the network.

Each bridge checks the length bits. If the length is an odd number of bytes, or if it
is less than 2 bytes or greater than 18 bytes, the bridge does not forward the frame.

For all-routes broadcast frames, the length field indicates to a bridge where to
append the route designator. The first bridge to forward the frame adds X'4' to the
length value (2 bytes for the first route designator and 2 bytes for the next ring’s
route designator). After that, every bridge that forwards the frame adds X'2' to the
length field (2 bytes for the next ring’s route designator).

At any given time after crossing the first bridge, the formula {[(Length - 2)/27] - 1}
indicates the number of bridges crossed.
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Direction Bit

The direction bit enables the bridge to correctly interpret the route designators
when it forwards the frame.

If the direction bit is set to B'0', the bridge interprets the routing information field
from left to right; if it is set to B'1"', it interprets the field from right to left. Using
this bit allows the list of ring numbers and bridge numbers in the routing informa-
tion field to appear in the same order for frames traveling in either direction along
the route.

For all-routes broadcast frames, the originating ring station sets the direction bit to
B'0'. Bridges do not need the direction bit in broadcast frames, but receivers
could uniformly complement the received bit when they obtain routing information
from frames with routing information fields.

For off-ring non-broadcast frames, the originating ring station sets the direction bit

to B'0' in all frames transmitted to the target, while the target sets the direction bit
to B'1' in all non-broadcast frames to the originating ring station.
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Largest Frame Bits

Reserved Bits

These bits specify the largest-size information field (frame excluding headers, see
Figure 2-1 on page 2-1) that can be transmitted between two communicating
stations on a specific route.

A station that originates a broadcast frame sets the largest frame bitsto B'111",
the largest possible frame that can travel any path. Bridges that relay a broadcast
frame examine the largest frame bits. If the designated size of the largest frame is
greater than the capability of that part of the route, the bridge reduces the targest
frame encoding to indicate the maximum information field.

The largest field value returned in the responses to the broadcast indicates the
largest possible frame each specified route can handle.

The largest frame code points have the following values:

¢ 000 - As many as 516 bytes in the information field. 516 represents the
smallest maximum frame size that a medium access control must support
under ISO 8802/2 LLC and ISO connectionless-mode network service (ISO
8473).

* 001 - As many as 1500 bytes in the information field. 1500 represents the
largest frame size that ISO 8802/3-standard local area networks can support.

* (010 - As many as 2052 bytes in the information field. 2052 represents a frame
size that is useful for transferring a (typical) screen-full of data; that is, this
frame size will support the transfer of data for an 80 X 24 screen plus control
characters.

¢ 011 - As many as 4472 bytes in the information field. 4472 represents the
largest frame size that can be transmitted using the Fiber Distributed Data
Interface (FDDI) Draft Proposed American National Standard. It is also the
largest frame size possible for ISO 8802/5-standard stations.

* 100 - As many as 8144 bytes in the information field. 8144 represents the
largest frame size that 1ISO 8802/4-standard local area networks can support.

¢ 101 - As many as 11407 bytes in the information field.

* 110 - As many as 17800 bytes in the information field. 17800 represents the
maximum frame size that a medium access control supports for ISO 8802/5 -
standard stations.

* 111 - Used in all-routes broadcast frames

Note: Source-routing end stations on media with a maximum frame size should
not send frames in which the headers, routing information fields, and information
fields exceed that maximum frame size.

These bits are reserved by IBM for future use. They are transmitted as B'0's; their
value is ignored by receiving ring stations.
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Route Designator Fields .
Each ring in a given multiple-ring network is assigned a unique ring number; each
bridge is assigned a bridge number, which may or may not be unique. Together,
the ring and bridge number form a route designator. When an all-routes broadcast
frame is transmitted, each bridge that forwards the frame to another ring adds its
bridge number and that ring’s number to the frame’s routing information field.

When a bridge receives a frame to forward to a ring, the bridge compares the route
designators already present in the routing information field with its attached ring
numbers and bridge number.

¢ If there is a target ring number match in an all-route or singie-route broadcast
frame, the bridge discards the frame because it has already circled the target
ring.

e If there is not a target ring number match in an all-route or single-route broad-
cast frame, the bridge adds its route designator to the frame’s routing informa-
tion field and forwards it.

¢ |f there is a ring number, bridge number, and ring number combination match
in a non-broadcast frame, the bridge forwards the frame to the indicated ring.

¢ I|f there is not a ring number, bridge number, and ring number combination
match in a non-broadcast frame, the bridge discards the frame.

When the frame reaches its destination, the sequence of route designators
describes the path from the source ring to the destination ring.

The 2 bytes of the route designator are divided into the ring number portion (12
bits) and the individual bridge number portion (4 bits), as shown below. The indi-
vidual bridge portion allows paraliel bridges to exist, and to share traffic between
the same two rings.

| RN | B |

(12) bits 4 bits

RN = Ring Number Portion
IB = Individual Bridge Portion

Figure 2-9. Route Designator Field

Ring Number Portion
Bridges that are attached to different rings have different values for the ring
number portion of the route designator; bridges that are attached to the same ring
have the same value.

Individual Bridge Portion
Bridges that are attached to the same ring can have the same value for the indi-
vidual bridge portion of the route designator. However, parallel bridges (those that
are attached to the same two rings) must have different values.

Because the end of a route is a ring and not a bridge, the individual bridge portion

of the last route designator in the routing information field is not defined (that is, it
isall B'0's).
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Information Field

The variable-iength information field contains an integral number of bytes of data
or IBM Token-Ring Network management information. For more details, see
Chapter. 5, “MAC Frames” on page 5-1and Chapter 8, “LLC Frames” on

page 8-1. :

Maximum Frame Size

On the IBM Token-Ring Network, a ring station can hold a token for 10 milliseconds

(the duration of the T(any_token) timer), which limits the maximum frame size that
a station can transmit.
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Frame Check Sequencé

The frame check sequence is a 4-byte cyclic redundancy check (CRC) covering the
frame control field, the destination and source addresses, the optional routing
information field, the information field, and the frame check sequence itself.

The ring station begins accumulating the frame check sequence with the first bit of
the frame control field, and continues until the end of the frame check sequence.
The type of frame used determines the position of the CRC within the frame and
therefore the protection provided by the CRC.

The frame check sequence is generated using the following standard generator
polynomiat:

G(X) = X3 + X2 + X2 + X22 + X16 + X12 + X1 + X10 + X® + X7 + X¥ + X* +
X2+ X!+ XO. :

The frame check sequence is the one’s complement of the sum (modulo 2) of the
following: ’

'1. The remainder of X*"k(X31 + X30 + X29 + ... + X? + X + 1) divided {(modulo
- 2) by G(X), where k is the number of bits in the frame control field, destination
ahd source addresses, optional routing information field, and information field.

2. The remainder after multiplication by X32 and then division (modulo 2) by G(X)
of the content (treated as a polynomial) of the frame control field, destination
and source addresses, optional routing information field, and information field.

The frame check sequence is transmitted commencing with the coefficient of the
highest term. As a typical impiementation, at the transmitter, the initial remainder
of the division is preset to all B'1's and is then modified by division of the frame

control field, destination and source‘addresses optional routing information field,
and information field by the generator polynomial G(X). The’one s complement of
this remainder is transmitted, most significant bit first, as the frame check
sequence.

At the receiver, the initial remainder is preset to all B'1's. If there are no trans-
mission errors, dividing the number of serial incoming bits of the frame control
field, destination and source addresses, optional routing information field, and
information field by G(X) results in a unique non-zero remainder. The unique
remainder value is the polynomial:

X31 4 X30 + X26 + X25 + X24 + X18 + X15 + X4 + X12 + X1 + X0 + X% + X® +
X34+ X+ X3+ X+ 1.
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Ending Delimiter A

The ending delimiter is a single byte ’With the following format:

ED
Bit 0 Bit 7

{ ! i I [ I I
J K 1, J K1 TE

J = Code Violation

K = Code Violation

| = Intermediate Frame Bit
E = Error-Detected Bit

Figure 2-10. Ending Delimiter

The first 6 bits of the ending delimiter must be as shown (J K 1J K 1) or the delim-
iter is invalid. J and K indicate code violations, which identify the byte as a delim-
iter. See Appendix B, “The Differential Manchester Code” on page B-1for more

about code violations.

Intermediate Frame Bit
The intermediate frame bit is set to B'1' to indicate the first frame of a multiple-
frame transmission using a single token, or any intermediate frame of a multiple-
frame transmission using a single token. |t is setto B'0' for a token, for a
single-frame transmission, or for the last frame of a multiple-frame transmission
using a single token.

When copying a frame for forwarding to an off-ring destination, a bridge does not
propagate the value of this bit.

Error-Detected Bit
A ring station that originates a token, frame, or abort sequence sets the error-
detected bit to B'0'. Other ring stations repeat the token or frame with this bit set
to B'0', unless a ring station detects one of the following:

¢ A frame that contains a code violation between the starting and ending delim-
iters

¢ A frame that contains a non-integral number of bytes

¢ A frame that contains a cyclic redundancy check error.
A ring station that detects such an error checks the setting of the error-detected bit.
If it is setto B'Q', the ring station is the first to detect the error, and it changes the
setting to B'1' and increments the appropriate counter. If it is already setto B'1'

(another ring station detected the error and already set the error-detected bit), the
ring station repeats the frame or token with the error-detected bit setto B'1'.

When copying a frame for forwarding to an off-ring destination, a bridge does not
propagate the value of this bit; it is setto B'0".
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Frame Status Field

The frame status field is a single byte with the following format:

FS )
Bit 0 Bit 7
A:C:rlr:A:C:r:r

A = Address-Recognized Bits
C = Frame-Copied Bits
r = Reserved Bits

Figure 2-11. Frame Status Field

Address-Recognized Bits and Frame-Copied Bits
The address-recognized (A) and frame-copied (C) bits are used in neighbor notifi-
cation (see page 3-20), in the duplicate address test (see page 5-11), and in
assured delivery (see page 5-26). '

A ring station that is originating a frame sets these bits to B'0'. If another ring
station recognizes the destination address as its own address or as an applicable
group address, or a bridge recognizes a frame to copy due to an Rl field match, it
sets the A bits to B'1'. If the receiving ring station copies the frame into its
receive buffer, it also sets the C bits to B'1'. This allows the originating ring
station to determine whether:

¢ The designated receiving ring station is non-existent or inactive
* The designated receiving ring station exists but did not copy the frame

¢ The frame was copied.

The A and C bits occur twice in the frame status field because this field is not pro-
tected by the frame check sequence. To minimize the possibitity of error, the ring
station considers the A and C bits valid only when both A bits are equal and both C
bits are equal. In addition, only the following values of the A and C bits are.consid-
ered valid:

e AC=B'00': No ring station recognized the destination address and the frame
was not copied. Or if a routing information field is present, no bridge on the
ring recognized the need to forward the frame on its adjoining ring.

e AC=B'11': A ring station recognized the destination address and copied the
frame. Or in a frame with an routing information field, a bridge recognized a
condition to result in forwarding the frame to its adjoining ring and copied the
frame for forwarding. ' o

e AC=B'10": A ring station recognized the destination address but did not copy
the frame. Or a bridge, in a frame with a routing information field, recognized
a condition to copy the frame for forwarding but was unable to copy the frame.
The receiving ring station logs each occurrence of this bit combination.

The combination AC=B"'01' is considered invalid, because this combination indi-
cates that no ring station recognized the address but the frame was copied.

Note: If a destination ring station detects that the A bits have already been set in
an on-ring frame, and the destination address is not a group address, the
ring station assumes that a duplicate address problem exists. The ring
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station increments the frame-copied error counter of the Non-isolating Error
Counts subvector for MAC frames (see page 5-20).

If the routing information field indicates an off-ring destination, a bridge forwards
the frame on the source ring with the A bits set to B'1', and with the C bits set to
B'1' if the bridge copies the frame for forwarding. However, the bridge forwards
the frame to the target ring without setting the A and C bits (that is, with
A=C=B'0").

Reserved Bits
These bits are reserved by IBM for future use. They are transmitted as B'0's; their

value is ignored by receiving stations.

Chapter 2. MAC Frame Format 2-15



2-16 Token-Ring Network: Architecture Reference



Chapter 3. Token-Ring Concepts

This chapter describes in detail the terms, concepts, and procedures that are basic
to the operation of the IBM Token-Ring Network.

The Ring

In the IBM Token-Ring Network, a ring consists of ring stations and the trans-
mission medium to which they are attached. A ring station is the combination of
functions that aliows a device to attach to the ring and to use the access protocols.
A sample ring configuration is shown below:

@@@1

Figure 3-1. Sample Ring Configuration. S1 through S8 are ring stations.

A ring station transfers data to the ring, where the data travels sequentially from
ring station to ring station, along the path indicated by the arrow in the figure
above. Each ring station repeats the data, checking it for errors, and copying it if
appropriate. When the data returns to the originating ring station, the station
removes it from the ring.

Each ring station can serve one or more attached devices (such as terminals and
printers), allowing them to communicate with other attached devices on the ring.

A minimum 24-bit delay is required on the ring, to allow a 24-bit token to circle the
ring successfully (see “Tokens, Frames, and Abort Delimiters” on page 3-12). The
total delay on the ring consists of the sum of the ring station delays plus the propa-
gation delay introduced by the transmission medium.

The IBM Token-Ring Network requires addressing functions so that communication
between any two ring stations can be uniquely identified. Addressing is inde-

pendent of the underlying physical configuration.

The IBM Token-Ring Network also requires data checking functions to preserve the
integrity of its access control and ring management transmissions.

The above requirements overlap the customary Data Link Control functions of
addressing, framing, and error detection.
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Multiple-Ring Connections

This architecture supports multiple-ring connections with bridges, as shown below:

Bridge

Figure 3-2. Multiple-Ring Connections. S1 through S7 and SA through SG are ring
stations.

Data can be transmitted from a ring station on one ring to a ring station on any
other ring.

The bridge, which also acts as a ring station on each ring to which it is attached,
copies frames destined for other rings, and transmits frames from other rings des-
tined for the local ring, or for rings beyond it. The routing information field or des-
tination address of a frame determines whether the bridge copies the frame (see
“Routing Information Field” on page 2-6).

Source Routing

Source routing is the way the IBM Token-Ring Network routes frames through a
multiple-ring local area network. A route is the path that a frame travels through a
network from an originating station to a destination station. Source routing does
not require centralized routing tables; in source routing, each frame carries infor-
mation about the route it is to follow. This routing information is acquired through
a search process that originates at the source station. Routing information is
acquired using the TEST or XID command LPDU. For information on these com-
mands, see “Test (TEST) Command” on page 8-12 and “Exchange Identification
(XID) Command” on page 8-12.

Broadcast Terminology

In the IBM Token-Ring Network, to broadcast a frame is to send it to more than one
ring station, or to more than one ring. A frame can be broadcast when a specific
destination address is known but the location and route to the destination are not
known.

All-routes broadcast is sending a frame to all interconnected rings of a local area
network. All-routes broadcast is indicated by a frame with the broadcast indicator
of the routing information control field set to B'10X"' (see “Routing Information
Field” on page 2-6). The addressing of particular ring stations on those rings is
determined by the destination address field.

Single-route broadcast is the sending of a frame to all interconnected rings of a
local area network so that only one copy of a frame appears on each ring. This is
different from the all-routes broadcast, where multiple copies of a frame may end
up on a ring if there are multiple routes to a ring in a network. Single-route broad-
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cast is indicated by a frame with the broadcast indicators of the routing information
control field set to B'11X".

All-routes and single-route broadcasts are independent of all-stations broadcast,
which is sending a frame to all ring stations on a ring or rings if accompanied by
an all-routes or single-route Rl field.

On-Ring Determination
The originating station sends a TEST or XID command LPDU on the local ring with
the address of the destination in the destination address field and to the null SAP
address. The destination station responds with a TEST or XID response LPDU. If
the originating ring station does not receive a response LPDU, the destination is
not on the local ring.

Off-Ring Determination
A station can dynamically discover the routing information when the station needs
it by several ways, two of which are described below.

All-Routes Broadcast Route Determination
The originating station sends a TEST or XID command LPDU to all rings. This
frame passes through the interconnected rings, searching for the destination
address and accumulating routing information as it passes through bridges on the
way.

As the LPDU fans out through the muitiple-ring network, copies are created, all of
which continue to search for the destination address. If more than one route to the
destination address exists, then more than one LPDU will reach the destination
station. As the destination station receives each LPDU, it returns the acquired
routing information to the originating station in a TEST or XID response LPDU,
which follows the original route in reverse.

If more than one route to the destination address was found, all are returned to the
originating station, which chooses a preferred route. The destination station learns
the preferred route when it receives the first non-broadcast frame from the origi-
nating station. The destination station then uses the preferred route, followed in
the opposite direction, for subsequent transmissions to the originating station. In
that way all subsequent transmissions follow the same route. (See “Link Acti-
vation Races” on page 11-14.)

Single-Route Broadcast Route Determination
Another way a station can determine the route to a destination station is by
sending an XID or TEST command LPDU through the network so that exactly one
copy appears on each ring. This technique uses the single-route broadcast feature
defined by source routing. The destination station, upon receipt of the XID or TEST
command LPDU, sends an XID or TEST response LPDU to the originating station
using the all-routes broadcast feature of source routing. As a result, multiple
copies of the response may be received by the originating station. The originating
station chooses the routing information from one of the received responses. With
this technique, the routing information is collected in the response.
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Description

A single-route broadcast path through a network provides a spanning tree config-
uration on the network topology. It guarantees that only one copy of a limited .
broadcast frame traverses each network segment. Bridges in the spanning tree
are configured for forwarding single-route broadcast frames. Bridges can be con-
figured for sihgle-route broadcast in two ways, manually or automatically. The
automatic configuration is accomplished by using the spanning tree algorithm
where bridges communicate with each other to establish and dynamically maintain
a single-route broadcast path through the network.

Single-route broadcast route determination is preferred over all-routes broadcast
route determination. A frame that is sent all-routes broadcast will be duplicated as
it traverses parallel bridges. Since the TEST or XID frame being sent by the origi-
nating station may be sent to a group or functional address, it would be best if only
one copy of this frame were delivered to each ring through the use of single-route
broadcast. That way other stations with the same group or functional address will
only be interrupted once. When the destination station responds using an ali-
routes broadcast frame, only the originating station will receive the m'ultiple'copies
of this frame allowing the originating station to choose a preferred route.

EXAMPLE: The following figure and example text describe single-route broadcast
route determination:

- )

Bridge 1

Ring ' Ring
001 002
S1 , S2

Bridge 2

I

Bridge 1 has single-route broadcast active.
Bridge 2 does not have single-route broadcast active.

Figure 3-3. Single-Route Broadcast Route Determination

1) RI = C270 2) RI = C620 0011 0620
4a) RI = 8620 0021 0010  3) RI = 8270 .
) 4b) RI = 8620 0022 0010 )
) 5) RI = 06A0 0021 0010

>

6) . RI = 0620 0021 001Q

A
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1) S1 sends a single-route broadcast Ul frame to 82

2) Bridge 1 forwards the frame to ring 2 and adds Rl data
Bridge 2 does not forward the single route broadcast frame.

3) 82 re'sponds to S1 with an all-routes broadcast frame.
4a) Bridge 1 forwards the frame and adds Rl data.
4b) Bridge 2 forwards the frame and adds Rl data.

5) 81 selects a path from one of the two frames and sends a routed frame by flip-
ping the direction bit.

6) S2 responds by flipping the direction bit to reverse the path selected by S1.

Route Building by Bridges

LAN bridges are characterized by the following varlables

e Ring numbers. Each ring in a multi-ring network is assigned a unique ring
number. The bridge is characterized by the numbers of the two rings it con-
nects.

¢ Bridge number. Each bridge between any pair of rings is assigned a unique
bridge number.

* Largest frame size. The largest frame size is either a function of the largest
frame size supported on either of the rings it connects or of the bridge itself.

¢ Hop count iimit. This variable specifiés the number of rings an ail-route broad-
cast frame can traverse before it is discarded by the bridge.

. Single-ro’ute broadcast indicator. This variable specifies whether the bridge is
configured to forward single-route broadcast frames.

Each frame in a multiple-ring network contains a destination address, a source
address, and possibly additional routing information. The routing information con-
sists of an ordered list of rmg and bridge numbers through which the frame is to
pass to reach the destination address. Bridges add the routing information to the
routing information field of all-routes and_smgle-route broadcast frames they
forward. Bridges also make frame-forwarding decisions based on the contents of
the routing_informaﬁtion field of non-broadcast frames. When an all-routes or
single-route broadcast frame is forwarded from its originating ring to the next ring,
the first bridge adds the number of the ring from which the frame was forwarded,
its bridge number, and the number of the next ring. The first bridge also indicates
(in the frame) the Iargest frame size that can be forwarded through the bridge.
Subsequent bridges that copy the all-route or single-route broadcast frame add
their bridge number and the number of the next ring on which the frame is trans-
mitted. They also examine the largest frame size indication in the received frame
and if the largest frame size supported by the bridge is smaller than that indicated
in the frame, the bridge indicates its largest frame size in the frame before for-
warding it.

To prevent the establishment of routing information that would cause a frame to
contingously circulate around a loop of interconnected rings, bridges only forward
frames that have not traversed the next ring. Bridges examine the routing informa-
tion in received frames. If the ring number of the next ring is already present in the
routing information of a frame, the bridge does not forward the frame, since it has
already traversed that ring. Bridges also examine the number of rings already
traversed by all-route broadcast frames they forward. If the number of rings indi-
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cated in the routing information field of a received all-route broadcést frame
exceeds the hop count limit for the bridge, the bridge does not forward the frame.

When a frame reaches its destination, the routing information in the frame indi-
cates the path taken by the frame through the network. This routing information
can be used for subsequent communication between the stations, eliminating the
requirement to broadcast frames and conserving network bandwidth. In this way,
source routing provides a mechanism to dynamically determine a route from one
station to another in a multi-ring network.

Spanning Tree Protocol
Bridges can be configured to determine automatically if they should forward
single-route broadcast frames. Bridges configured for automatic determination of
the single-route broadcast path use the spanning tree algorithm to communicate
with other bridges in the network. Bridges using the spanning tree algorithm auto-
matically adjust for changes in topology caused by bridges entering or leaving the
network. Bridges that are running the spanning tree algorithm use the following
frame to communicate with each other.

Hello BPDU Frame Format
The HELLO BPDU is sent to and from the bridge spanning tree protocol SAP as an
LLC type 1 or U1 frame:

PROT | PROT | BPDU | FLAGS ROOT ROOT BRIDGE {PORT} MSG; MAX{HELLO| FWD

ID | VER|TYPE 1D PATH 1D ID | AGE| AGE[ TIME| DEL
ID cosT
2 1 1 1 8 4 8 2 2 2 2 2 BYTES

Figure 3-4. HELLO BPDU Frame Format

¢ Protocol ldentifier

This field is 2 bytes long and takes the value X'00 00', which identifies the
Spanning Tree Algorithm and Protocol.

Protocol Version Number (version 0 of the standard)

This field is 2 bytes long and is used to identify the protocol version number
that is being used.

BPDU Type

This field is one byte long and denotes a Configuration BPDU.
* Flags
This field is one byte long and takes the value of '0000 0000'.

Root ldentifier

This field is 8 bytes long and is the bridge identifier of the bridge believed to be
the root.

Root Path Cost

This field is 4 bytes long and is the sum of the designated cost and the root
path cost from a previously received HELLO BPDU on the root port (the port
closest to the root). The default for the designated cost for each bridge is 10.
This value should be adjustable.
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* Bridge ldentifier
This field is 8 bytes long and has the form X'UUUU MMMM MMMM MMMM'.
Where:

— UUUU is set by the user
- MMMM MMMM MMMM represents MAC address of the port with the
lowest port identifier.

¢ Port Identifier
This field is 2 bytes long and is represented by X'RRRB"'.
Where:

— RRR represents the ring number to which the port is attached
— B represents the number of the bridge.

* Message Age

This field is 2 bytes long and is set to X'0000' by the root bridge. Bridges that
receive a HELLO BPDU on their root port store the message age. Every
second this timer (counter) is incremented. It must be incremented at least
once in a bridge. When the bridge sends its HELLO BPDU, the stored message
age is used for this field.

* Max Age

This field is 2 bytes long and has the value of the parameter
MAX_AGE(BRIDGE). lts defauit is 6 seconds.

¢ Hello Time

This field is 2 bytes long and has the value of the parameter HELLO(BRIDGE).
Its default is 2 seconds.

* Forward Delay
This field is 2 bytes long and has the value of the parameter
FORWARD_DELAY(BRIDGE). lts default is 4 seconds.
In a network using the spanning tree protocols, each bridge assumes one of three
roles: :
1. The root bridge
* The root bridge has single-route broadcast set to active in both directions.
* There is at any one time only one root bridge in the network.

* The root bridge is the active bridge with the lowest bridge ID in the
network.

¢ The responsibility of the root bridge is to send a HELLO BPDU (containing
its bridge ID, a path cost of zero, and timing information) every two
seconds on both LAN segments to which it is connected.
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2. A designated bridge
* A designated bridge has single-route broadcast active in both directions.

s A designated bridge is either not parallel to any other bridge, or is the only
bridge of two or more parallel bridges that has single-route broadcast
active.

* The responsibility of a designated bridge is to recognize and receive Hello
BPDUs from the root bridge, update the path cost and timing information in
each message, and forward the Hello BPDUs to its other LAN segment.

3. A stand-by bridge

* A stand-by bridge has single-route broadcast set to inactive in both
directions; it cannot forward single-route broadcast frames.

* The responsibility of a stand-by bridge is to monitor, but not update and
forward, the Hello BPDUs. As bridges enter and leave the network, a
stand-by bridge may need to assume the role of designated or root bridge
and begin forwarding single-route broadcast frames. The Hello BPDUs will
indicate when this is necessary.

* A stand-by bridge is directly parallel to a designated or root bridge, or is at
the end of a path that is parallel to a designated bridge. A stand-by bridge
either has a path cost that is greater than the designated bridge or, if the
path cost is equal, it has a lower priority (higher bridge ID) than the desig-
nated bridge.

Bridges use the bridge ID, path cost and timing information in the Hello BPDUs to
do the following:

* Determine which role a newly active bridge should assume
* Determine whether a bridge is a parallel bridge or in a parallel path

* Determine which one of two or more parallel bridges should have single-route
broadcast active

¢ Detect when the root bridge or a designated bridge has left the network

* Reassign the bridge roles as necessary when bridges enter and leave the
network.

SPANNING TREE OPERATION

The bridge with the highest priority (lowest bridge ID) is chosen as the root bridge.
Each bridge then selects the port closest (lowest path cost) to the root bridge as its
root port. The root port receives BPDUs. The bridge that provides a LAN with the
lowest path cost to the root bridge is selected as the designated bridge for that
LAN. A portin a bridge connected to the LAN for which that bridge is designated is
selected as a designated port. The designated port transmits BPDUs. Any bridge
that is parallel to a root or designated bridge will not have a designated port. The
non-root port is selected as a blocking port and the bridge becomes a stand-by
bridge.

After a waiting period to ensure that no temporary loops are formed while the
topology stabilizes, the root and designated bridge place their root and designated
ports in forwarding state. These poris can then forward single-route broadcast
frames. Stand-by bridges put their ports in blocking state where they do not
forward single-route broadcast frames. Stand-by bridges will forward all-routes
broadcast and non-broadcast frames.
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TOPOLOGY CHANGES

If a bridge in the spanning tree topology fails or is removed from the network, it will
no longer transmit BPDUs. The bridges that receive these BPDUs will time-out and
will attempt to reconfigure so that the spanning tree bypasses the failed bridge. If
the root bridge fails, the bridge with the highest priority of the remaining bridges
will become the new root bridge and the other bridge with the lowest path cost for
a LAN to this root bridge will become the designated bridge for that LAN. If a des-
ignated bridge fails, then a parallel bridge that was stand-by (with a port in
blocking mode) with the lowest path cost will take its place and become the new
designated bridge. If two bridges have the same path cost, the bridge with the
highest priority (lowest bridge |D) will become the designated bridge.

Addresses

The IBM Token-Ring Network associates a ring station or group of ring stations
with a unique MAC sub-layer address. This enables any ring station to attach to
the IBM Token-Ring Network.

Individual and Group Addresses

An individual address identifies a particular ring station on the IBM Token-Ring
Network.

A group address identifies a group of destination ring stations on the IBM Token-
Ring Network.

Universal and Local Administration

Null Address

Universal administration means that all individual addresses are assigned, admin-
istered, and guaranteed to be unique across all local area networks by the |IEEE.
This method eliminates customer involvement in the administration of individual
addresses, which eliminates the need for site address administrators and address
administration programs.

Local administration means that all individual addresses are administered by an
authority other than the IEEE. Locally administered addresses must still be unique
in the IBM Token-Ring Network in which they occur.

X'0000 0000 0000' is the special individual destination address that is considered a
null address. A frame with a null destination address is not addressed to any ring
station; it can be sent, but not received. When the frame returns to its originating
ring station, the station strips the frame of its data and issues a new token.

All-Stations Broadcast Addresses

X'FFFF FFFF FFFF' and X'C000 FFFF FFFF' are special all-stations broadcast
addresses, meaning the frame is addressed to all ring stations on a given ring or
interconnected rings. All ring stations must be able to recognize at least X' C000
FFFF FFFF' as an all-stations broadcast address. Whether the frame leaves the
source ring is determined by the routing information in the frame (see “Routing
Information Field” on page 2-6).
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Functional Addresses
IBM Token-Ring Network architecture provides bit-specific functional addresses for
widely used functions, such as the configuration report server. Ring stations use
functional address “masks” to identify these functions.

For example, if function G is assigned a functional address of X' C000 0008 0000,
and function M is assigned a functional address of X'C000 0000 0040', then ring
station Y, whose node contains functions G and M, would have a mask of X'C000
0008 0040".

Al functional addresses are locally administered group addresses (bits 0 and 1 of
byte 0 of the destination address are setto B'11'). Bit 0 of byte 2 of the destination
address (the functional address indicator) is set to B'0' for functional addresses.
The remaining 7 bits in byte 2, and the 8 bits each in bytes 3, 4, and 5, allow up to
31 functional addresses to be defined (because the addresses are bit-specific).

The functional addresses listed below have been defined; all other functional
addresses are reserved.

Function Name Functional Address Identifying Bit
Active monitor X'C00000000001" Byte 5, bit 7
Ring Parameter Server X'C00000000002' Byte 5, bit 6
Ring Error Monitor X'C00000000008" Byte 5, bit 4
Configuration Report Server X'C00000000010" Byte 5, bit 3
NETBIOS X'C00000000080" Byte 5, bit 0
Bridge X'C00000000100" Byte 4, bit 7
LAN Manager X'C00000002000" Byte 4, bit 2
User-defined X'C00000080000" Byte 3, bits 0-4;
through Byte 2, bits 1-7

X'C00040000000'

Figure 3-5. Defined Functional Addresses
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Numbering Practices and Order of Transmission

In the IBM Token-Ring Network, a bit is a signal that represents a binary value
(B'0' or B'1'); a byte is made up of 8 bits; a field is made up of 1 or more bits.
Bytes and bits are numbered in decreasing order of magnitude. That is, byte 0 has
a higher order than byte 1, and is transmitted first. Similarly, in an 8-bit byte, bit 0
(the high-order bit) has the value 27, and bit 7 (the low-order bit) has the value 2°;
bit 0 is transmitted first.

The figures in this reference, such as the example below, show bits as they are
transmitted on the line, from left to right.

SD

Bit O Bit 7
I T T T T l
J K,0,J,K0,0,0
¢
Transmitted Transmitted
First Last

Figure 3-6. Order of Bit Transmission. This is the starting delimiter (SD), which is dis-
cussed in detail in Chapter 2, “MAC Frame Format” on page 2-1.
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Tokens, Frames, and Abort Delimiters

The IBM Token-Ring Network uses tokens and frames to transmit data on the ring.

A token is a control signal that is passed from ring station to ring station between
transfers of data. A frame is the unit of data transmission on the IBM Token-Ring
Network, and includes delimiters, control characters, information, and checking
characters. The figure below shows the format of the token:

SD AC i ) ED )
8it 0 Bit 7 Bit 0 Bit 7 Bit 0 Bit 7

| T T Tl T T T T T VR T
J'KIOIJKKIOIOIO LP'PJPITIMJR &RJ l‘J_LKL1_LJ1Kl1IIIE

Figure 3-7. Token. Inthis figure, SD and ED are the starting and ending delimiters; AC
is the access control field (see Chapter 2, “MAC Frame Format” on
page 2-1).

A ring station that is waiting to transmit data captures a token, changes it to the
start of a frame, appends destination and source information and data to the frame,
and passes it on. A destination station along the way copies the data and passes
the frame on. As the frame returns to its origin (having circled the ring), the origi-
nating ring station removes it from the ring and releases a new token for another
ring station to capture and carry on the process.

This is called single-token protocol, because only one token can circulate on the
ring at any time. For more about frames, see Chapter 2, “MAC Frame Format” on
page 2-1, Chapter 5, “MAC Frames” on page 5-1, and Chapter 8, “LLC Frames”
on page 8-1.

An originating ring station can abort a frame that it is transmitting at any time, by
transmitting an abort delimiter:

i SD ) ED i
Bit 0 : . Bit7 BitO Bit 7

T T T T T T T T, T T T T 1 T
IiIKIOIJIKIOIOIgI |£IKJ1IJIKI1IIIE—I

Figure 3-8. Abort Delimiter.. In this figure, SD and ED are the starting and ending delim-
iters (see Chapter 2, “MAC Frame Format” on page 2-1).

A ring station transmits an abort delimiter and takes the specified action when it
detects one of the following conditions:

s A transient error internal to the ring station. A transient error is one from
which the ring station recovers without having to remove itself from the ring.
After transmitting the abort delimiter, the ring station enters Normal Repeat
mode (see page 3-15).

* A hard (permanent) error internal to the ring station. After transmitting the
abort delimiter, the ring station removes itself from the ring.

* A token in which the third byte is not an ending delimiter (see “Normal
Transmit Mode” on page 3-14). After transmitting the abort delimiter, the ring
station enters Normal Repeat mode (see “Normal Repeat Mode” on
page 3-15).
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MAC Sub-Layer Operating Modes

This section describes the normal operating modes, or methods of operation, for
the MAC sub-layer. Precise protocol specifications for frame transmission are
given in Chapter 7, “Finite State Machines” on page 7-1.

Transmit-Pending Mode

Do while station has data to transmit.
If a starting delimiter is received then
If there are no code violations in the priority bits then
If the priority is usable for the frame waiting transmission then
If the token bit is set to indicate a token (B'0') then
Call NORMAL_TRANSMIT (see Figure 3-10).
Else
Set the priority reservation if greater than the reservation
in the passing frame.

Figure 3-9. TRANSMIT_PENDING Procedure

A ring station in Transmit-Pending mode (a subset of Normal Repeat mode) waits
for a token. The ring station assumes that it has received a token when it receives
a starting delimiter followed by an access control field with no code violations in
the priority bits, and with the token bit setto B'0'. The ring station examines the
token’s priority bits:

¢ |f the token is not of a usable priority, the ring station sets the reservation bits,
if the current reservation in the passing token is less than the priority request
of the station (see "Access Priority” on page 3-16 and “Token Transmission
Finite State Machine” on page 7-30). It then waits for another token.

¢ |f the token is of a usable priority, the ring station enters Normal Transmit
mode (see page 3-14).

Using the single token protocol described above, the ring is idle for frames shorter
than the ring length until the transmitting station receives its header, allowing the
station to reiease a token. When a station transmits frames shorter than the length
of the ring, the station must wait for the frame to circle around the ring before
releasing a token, so that information carried in the header can be used to deter-
mine the priority of the token.

To allow greater use of the ring, the architecture allows an option to release the
token early, called early token release. With early token release, a transmitting
station releases the token after transmitting the ending delimiter. If the header of
the transmitted frame had not been received from around the ring, the station
releases a token with the priority and reservation of the token used for trans-
mission.

If the station does receive the header of the frame from around the ring before
releasing the token, the token is released according to the priority and reservation
in the transmitted frame, and the stored priority levels in the station (see “Priority
Bits” on page 2-2).
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Normal Transmit Mode

Set the token bit to B'1' to indicate a frame.
Transmit the access control field and frame control field
for the frame being transmitted.
If the ending delimiter is received then
Transmit the addressing information (source address, destination
address, and routing information [if necessary])
(For information on these fields, see "Source Address" on page 2-5,
"Destination Address" on page 2-5, and
"Routing Information Field" on page 2-6.)
Do while (there is data to transmit).
Transmit the data.
Transmit the calculated frame check sequence
(see "Frame Check Sequence" on page 2-12).
Transmit the ending sequence
(ending delimiter and frame status field).
Start the physical-trailer timer.
If (physical header has not been received) then
If early token release option selected then
Release the token at the priority and reservation of
the captured token.
Call WAIT (Figure 3-11).
If physical-trailer timer expired then Exit.
If (the early token release option is not selected) or
((the early token release option is selected ) and
(the token has not been released)) then
Transmit a token at the appropriate priority
Do while (frame ending sequence not received
(ending delimiter and frame status field)) and (physical-trailer
timer has not expired)).
Transmit idles.
If physical-trailer timer expired then Exit.
Cancel the physical-trailer timer.
Else (* ending delimiter not received *)
Transmit an abort delimiter.
Exit.

Figure 3-10. NORMAL_TRANSMIT Procedure

Do while (physical header, excluding the RI field, has not been received
with SA equal to station address) and (physical-trailer timer

has not expired).

Transmit idles.

Figure 3-11. WAIT Procedure

In Normal Transmit mode, the ring station sets the token bit to B'1' (indicating a
frame), transmits the rest of the access control field, and transmits the frame
control field. The ring station then checks for the presence of the token’s ending
delimiter.
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If the ring station cannot find the ending delimiter, it has incorrectly identified a
frame as a token; it transmits an abort delimiter and returns to Transmit-Pending
mode.

If the ring station finds the ending delimiter, it transmits the rest of the frame: the
destination and source addresses; the optional routing information field; the infor-
mation field, containing the data; the frame check sequence; the ending delimiter;
and the frame status field. (See Chapter 2, “MAC Frame Format” on page 2-1 for
more about these fields.)

The ring station then starts its T(physical_trailer) timer (see page A-10). If the ring
station does not receive its physical header (see page 2-1) by the time it transmits
the frame status field, it transmits idles (B'0's) and waits for the physical header to
return. If the early token release option has been selected, the station releases the
token that it captured for the transmission. If T(physical_trailer) expires and the
physical header has not returned, the ring station returns immediately to Normal
Repeat mode, without originating a token.

When the physical header returns (excluding the Rl field), the ring station com-
pares the returned source address with the source address it transmitted (which is
the ring station’s individual address). If the addresses are identical and either the
early token release option is seiected and the token has not been released, or the
early token release option is not selected, the ring station transmits a token of the
appropriate priority (see “Access Priority” on page 3-16), followed by idles. Other-
wise, the ring station continues to wait for its transmitted physical header. The
ring station transmits idies untii it receives its transmitted physical header and has
completely removed its frame from the ring, at which time it returns to Normal
Repeat mode.

If the ring station never receives the ending delimiter and frame status field, it
transmits idles until T(physical_trailer) expires, at which time it returns to Normal
Repeat mode without releasing a token.

Normal Repeat Mode

A ring station that is in Normal Repeat mode checks the data in the tokens and
frames it receives, and sets the error-detected, address-recognized, and frame-
copied bits, as appropriate, as it repeats the token or frame.
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Access Priority

Note: Access priority is not the same as message priority within a node. The term
“priority” used in this section means “access priority.”

The priority of a token or frame is indicated in the first 3 bits (the priority bits) of the
access control field (see “Access Control Field” on page 2-2). Any reservation for
a different priority is indicated in the last 3 bits (the reservation bits) of the same
field. A ring station uses the reservation bits to request that a token originated on
the ring be at the requested priority. The algorithms for making reservations and
for transmitting priority frames are described in “Frame Transmission Finite State
Machine” on page 7-32.

Not all ring stations will use access priority by transmitting priority frames, but all
must be able to originate priority tokens. The allowable token and frame priorities
are listed in Figure 3-12.

Priority Priority

Bits

B'000' Normal user priority, MAC frames that need no token and
response-type MAC frames

B'001* Normal user priority

B'010' Normal user priority

B'011!' Normal user priority and MAC frames that need tokens

B'100' Bridge

B'101' Reserved by IBM for future use

B'110' Reserved by IBM for future use

B'111' Specialized station management

Figure 3-12. Allowable Token and Frame Priorities
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A ring station can transmit a frame at a given priority using any available token
with a priority less than or equal to that of the frame. If an appropriate token is not
available, the ring station may reserve a token of the required priority in a passing
token or frame as follows:

¢ |f another ring station has reserved an equal or higher priority, the ring station
cannot make a reservation in the frame or token.

¢ If the reservation bits have not been set, or if they have been set {o a lower
priority than that required by the ring station, it sets the reservation bits to its
required priority.

When a ring station removes one of its frames from the ring and finds a non-zero
value in the reservation bits, it must originate a non-zero priority token. The way
the ring station determines the priority of the token is described in “Token Trans-
mission Finite State Machine” on page 7-30, based on the priority used by the ring
station for the recently transmitted frame, the reservation received in the returning
frame, and any stored priority.

To prevent a ring station from continually transmitting priority frames (thereby
keeping non-priority ring stations from transmitting), the IBM Token-Ring Network
provides “fairness” within each priority. While a priority can be preempted at any
time by a request for a higher priority, once the highest priority has been satisfied
the priority reverts to a lower priority, and eventually to the normal priority.

That is, a ring station that originates a token of increased priority must eventually
replace it with a token of the original priority. In this way the priority of originated
tokens eventually returns to the normal priority. A ring station that is waiting to
replace a high-priority token with a token of the original priority is in priority-hold
state, because it is holding the original priority for eventual transmission.

A ring station in priority-hold state must keep track of all priorities involved.
Because of the manner in which reservations are made, a ring station must be able
to hold up to four possible priority transitions. See “Finite State Machines for Pri-
ority Operation” on page 7-29.
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For the ring station to have enough time to recognize and change the priority of a
token, it introduces an 8-bit delay between its receiving and its transmitting compo-
nents when it enters priority-hold state. When the ring station leaves priority-hold
state, it removes this delay.

The following sequence shows how fairness within a priority is maintained:

S1 transmits its frame at normal pri-
ority, using the received token.

S5 reserves a higher priority in the
passing frame.

S1 removes its frame, originates a
token of the priority that S5 reserved,
and enters priority-hold state
(denoted by *).

82, 83, and S4 have no priority traffic,
and the token makes its way to S5.
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S5 transmits its priority frame.

The frame returns to S5.

S5, having completed its transmission,
issues a token of the priority it just
used (the higher priority). S1, still in
priority-hold, is awaiting a token of that
priority (the priority that S5 requested,
and that S1 originated).

S1 receives S5’s token and recognizes
the priority that it originated.

S1 leaves priority-hold state (assuming
there was no new priority reservation)
and originates a token at normal pri-
ority. If S2 had a normal priority frame
queued, it would now be able to
transmit the frame.

Chapter 3. Token-Ring Concepts 3-19



Duties of the Active Monitor

One ring station on each ring — called the active monitor — pr’ovideé token-
monitoring and other functions. Any operating ring station can be assigned the
active monitor responsibility. Other ring stations act as standby monitors, pre-
pared to take over if the active monitor fails (see “Duties of the Standby Monitor”
on page 3-23). The active monitor function is part of the architecture of every ring
station (see “Monitor Functions Finite State Machine” on page 7-25).

The active monitor resolves the following conditions on the ring:
s Lost tokens
* Frames and priority tokens that circle the ring more than once
* Other active monitors on the ring
* “Short” ring (a ring with such a low bit delay that it cannot hold a token)

¢ Clocking.

Several features, described i in the following sectlons help the actlve monitor
perform its functions.

Maintaining the Master Clock
The active monitor maintains the ring’s master clock, which controls timing and
ensures that all other clocks on the ring are synchronized.

Ensuring Proper Ring Delay
To ensure that a token can be completely transmitted before returnlng to the origi-
nating ring station (overlapping), the active monitor introduces a 24-bit delay (the
length of a token) into the ring. This guarantees proper delay on the ring.

Initiating Neighbor Notification
The active monitor periodically broadcasts the Actlve Monltor Present MAC frame
to all ring stations on its ring, allowing each to acquire the address of its nearest
active upstream neighbor (NAUN). (MAC frames are described in Chapter 5,
“MAC Frames” on page 5-1.) The NAUN address is used during error isolation to
determine if there is a failing component in a given ring station’s fault domain; see
Chapter 15, “Ring Error Monitor.” For more information, see “Neighbor Notifica-
tion Process” on page 3-26. '

Monitoring Neighbor Notmcatlon
At any time during the neighbor | notification cycle, an exceptlon event can occur
that could modify the progression of neighbor notification around the ring. For
more information, see “Neighbor Notification Process” on page 3-26. These
exceptions are described below.

e The T(ne’ighbor_notification) timer has a comparatively I'ong time-out (see page
A-8). Each time it expires, the active monitor transmits an Active Monitor
Present MAC frame. If the previous neighbor-notification process is not com-
plete, the active monitor also transmits a Report Neighbor Notification Incom-
plete MAC frame to the ring error monitor (see “Report Neighbor Notification
Incomplete MAC Frame, X'27'” on page 5-12 and Chapter 15, “Ring Error
Monitor”).
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The active monitor uses its T(receive_notification) timer (see page A-11) to
ensure that an Active Monitor Present MAC frame circles the entire ring peri-
odically. If this timer expires, the Active Monitor Present MAC frame did not
circle the ring (possibly because a ring station is transmitting continuously,
which is called streaming), and the active monitor initiates token-claiming.

If the active monitor receives a Standby Monitor Present MAC frame after
neighbor notification has been successfully completed, the frame is ignored.

If the active monitor copies an Active Monitor Present MAC frame that contains
a source address other than its own, an active monitor is already on the ring,
and the active monitor that copied the frame deactivates its active monitor
functions.

A hard error can cause the suspension of the token protocol, and thus termi-
nate the neighbor-notification process. The neighbor-notification process is
initiated again by the active monitor after recovery from the hard error.

If the ring is busy transmitting data (especially priority traffic), neighbor notifi-
cation can be delayed or inte_rrupted. The active monitor transmits a Report
Neighbor Notification Incomplete MAC frame to the ring error monitor.
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Monitoring Token and Frame Transmission
The monitor bit in the access control field is set to B'0' in every transmitted token
and frame. When the active monitor repeats a frame or a non-zero priority token, it
sets the monitor bit to B'1'. If the bit has already been setto B'1', the active
monitor assumes that the token or frame has already circied the ring once (the ring
station that originated the token or frame did not remove it). The active monitor
purges the ring (see “Purging the Ring”) and originates a new token.

Detecting Lost Tokens and Frames
The T(any_token) timer (see page A-2) has a relatively short time-out that exceeds
the time required for the longest possible frame to circle the ring. The active
monitor restarts this timer each time it repeats a starting delimiter. If T(any_token)
expires, the active monitor assumes that the token or frame was lost on the ring.
The active monitor purges the ring (see “Purging the Ring”) and originates a new
token.

Purging the Ring ,
The active monitor broadcasts the Ring Purge MAC frame to all ring stations on its
ring before originating a new token. Receipt of the returned frame indicates to the
active monitor that a frame can circle the ring without incident. The active monitor
then restarts the token protocol.

The Ring Purge MAC frame resets the ring stations to Normal Repeat mode and
cancels or restarts appropriate timers. When the Ring Purge MAC frame that indi-
cates the end of token-claiming (see page 3-23) interrupts the ring stations, each
station that is in Claim Token Repeat mode (that is, each station that is repeating
received Claim Token MAC frames) takes the following actions:

* Cancels T(claim_token)
* Starts T(good_token) and T(receive_notification).
The active monitor ignores the value of the monitor bit in returning Ring Purge

MAC frames. However, it does copy the reservation bits of the last returning Ring
Purge MAC frame into the new token it originates.

An active monitor that is interrupted by a Ring Purge MAC frame that it did not

originate assumes itself to be a duplicate monitor and becomes a standby monitor
(by removing the 24-bit delay and master clock).
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Duties of the Standby Monitor

Standby monitors detect failures in the active monitor and disruptions on the ring.
Each standby monitor uses two token-protocol timers, T(good_token) and
T{(receive_notification).

The standby monitor restarts its T(good_token) timer (see page A-7) each time it
repeats a priority zero token or a priority token greater than zero followed by a
frame. This timer, with a duration longer than that of the active monitor’s
T(any_token), ensures that the active monitor’s token management functions are
active. If T(good_token) expires, the standby monitor initiates token-claiming (see
page 3-23).

The standby monitor restarts its T(receive_notification) timer (see page A-11) each
time it copies an Active Monitor Present MAC frame. This timer has a duration
longer than that of the active monitor’s T(neighbor_notification).

Expiration of T(receive_notification) indicates that the standby monitor has not
received an Active Monitor Present MAC frame in an extended period. The
standby monitor assumes that an active monitor is not present on the ring, or that
the active monitor has malfunctioned and initiates token-claiming.

The Token-Claiming Process

Token-claiming is how ring stations elect an active monitor (if the current active
monitor fails). Token-claiming starts whenever one of the following conditions
occurs:

* The active monitor detects a loss of signal, detects expiration of its
T(receive_notification), or cannot receive enough of its own Ring Purge MAC
frames.

¢ A standby monitor detects a loss of signal, or detects expiration of its
T(good_token) or T(receive_notification). If a standby monitor initiates token-
claiming, the active monitor cannot participate; it must enter Claim Token
Repeat mode, repeating received Claim Token MAC frames. This prevents a
failing active monitor from continually reestablishing itself.

¢ A ring station attaches to the ring and does not detect an active monitor on the
ring.

The ring station that detected the condition inserts its master clock and 24-bit
delay. It enters Claim Token Transmit mode by broadcasting Claim Token MAC
frames, paced at a specified interval (see “T(transmit_pacing)” on page A-15), to
all ring stations on the ring. It broadcasts those frames without waiting for a token
and follows them with idles (B'0's). The ring station then starts its T(claim_token),
which specifies how long a ring station can remain in Claim Token Transmit or
Claim Token Repeat mode. If T(claim_token) expires and the station is attached,
the ring station enters Beacon Transmit mode. Otherwise, if T(claim_token)
expires and the station is not attached, the station terminates the attachment
process and removes itself from the ring. See “T(claim_token)” on page A-5.

Note: Every ring station contains an option that indicates whether it will partic-
ipate in token-claiming. The default is not to participate. However, even a
non-participating ring station must participate if it is the ring station that
detects the condition for initiating token-claiming.
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The other ring stations copy the Claim Token MAC frame. Each non-participating
ring station then enters Claim Token Repeat mode and starts its T(claim_token).

Each participating ring station not already in the Claim Token process compares its
individual address with the Claim Token MAC frame’s source address:

¢ |f the source address is greater than the ring station’s individual address, the
ring station enters Claim Token Repeat mode and starts its T(claim_token).

¢ |f the source address is less than the ring station’s individual address, the ring
station transmits its own Claim Token MAC frame and starts its T(claim_token)
and T(transmit_pacing) timers. When its T(transmit_pacing) timer expires, the
ring station transmits another Claim Token MAC frame.

Each participating ring station already in Claim Token Transmit compares its indi-
vidual address with the Claim Token MAC frame’s source address:

¢ If the source address is greater than the ring station’s individual address, the
ring station transmits the received Claim Token MAC frame, removes its
master clock and 24-bit delay, enters Claim Token Repeat mode, and restarts
its T(claim_token).

* |f the source address is less than the ring station’s individual address, the ring
station continues to transmit its own Claim Token MAC frame and restarts its
T(claim_token) timer.

¢ |f the source address is the same as the ring station’s individual address, it
continues broadcasting until it has transmitted three Claim Token MAC frames.
When the station has received three of its own Claim Token MAC fames, the
ring is viable and the ring station has won token-claiming. The ring station
then cancels T(claim_token), purges the ring (which cancels all other
T(claim_token) timers), starts its active monitor timers, originates a new token,
and queues a Report New Active Monitor MAC frame to the configuration
report server (see Chapter 16, “Configuration Report Server”).
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Below is an example of token-ciaiming. S1through S8 are ring stations. The
numbers in the figure indicate the events that occur.

Figure 3-13. Example of Token-Claiming

1. 88’s T(good_token) expires and S8 inserts master clock and 24-bit delay,
begins broadcasting Claim Token MAC frames at a specified time interval (see
“T(transmit_pacing)” on page A-15), and starts its T(claim_token).

2. 81 and S2 are not participants; each copies S8's Claim Token MAC frame,
repeats S8's Claim Token MAC frame, enters Claim Token Repeat mode, and
starts its T(claim_token).

3. S3is a participant, with a higher address than S8. S3 inserts master clock and
24-bit delay, begins broadcasting its own Claim Token MAC frames, pacing
them at a specified time interval (see “T(transmit_pacing)” on page A-15),
enters Claim Token Transmit mode, and starts its T(claim_token).

4. 84, S5, S6, and S7 are not participants; each copies S3’s Claim Token MAC
frame, repeats S3’s Claim Token MAC frame, enters Claim Token Repeat
mode, and starts its T(claim_token).

5. S8 copies S3’s Claim Token MAC frame, sees that the address of the received
frame is higher than its own, stops transmitting its Claim Token MAC frame,
removes master clock and 24-bit delay, retransmits S3’s Claim Token MAC
frame, enters Claim Token Repeat mode, and restarts its T(claim_token).

6. After S3 has transmitted three Claim Token MAC frames, S3 copies at least
three of its own Claim Token MAC frames, indicating that S3 has won token-
claiming. S3 cancels its T(claim_token), transmits Ring Purge MAC frames to
reset the other ring stations, starts its active monitor functions, originates a
new token, and queues a Report New Active Monitor MAC frame to the config-
uration report server.
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Neighbor Notification Process
Neighbor notification begins when the active monitor broadcasts an Active Monitor
Present MAC frame to all ring stations on its ring. At this time the active monitor
also resets the “neighbor notification complete” flag to B'0', indicating that
neighbor notification is in progress.

The first ring station that receives the Active Monitor Present MAC frame copies it
and sets the address-recognized (A) and frame-copied (C) bits to B'1'. (These bits
are described in “Frame Status Field” on page 2-14.) It then saves the source
address field from the copied frame as its NAUN address (the address of the active
monitor) and starts its notification-response timer. When its notification-response
timer expires, it transmits a Standby Monitor Present MAC frame with the A and C
bits set to B'0' to all ring stations on its ring.

If the frame is not copied, the neighbor-notification process is terminated. It will be
started again by the active monitor when its neighbor-notification timer expires.

The next ring station downstream disregards the Active Monitor Present MAC
frame (except to reset its T(receive_notification) timer), because the frame’s A and
C bits have already been set to B'1'. The ring station then copies its NAUN from
the Standby Monitor Present MAC frame that was transmitted by its upstream
neighbor, sets the A and C bits in that frame to B'1', and starts its notification-
response timer. When its notification-response timer expires, it transmits its own
Standby Monitor Present MAC frame with the A and C bits setto B'0".

The next ring station downstream disregards the Active Monitor Present MAC
frame (except to reset its T(receive_notification) timer), and the first ring station’s
Standby Monitor Present MAC frame, copies the second ring station’s Standby
Monitor Present MAC frame, sets that frame’s A and C bitsto B'1', and transmits
its own Standby Monitor Present MAC frame with the A and C bits setto B'0".

In this way neighbor notification proceeds around the ring, with other ring stations
transmitting their Standby Monitor Present MAC frames, until the active monitor
copies the last Standby Monitor Present MAC frame, in which the A and C bits are
setto B'0'. The active monitor then sets the “neighbor notification complete” flag
to B'1', indicating that neighbor notification has been successfully completed.
Neighbor notification thus enables a ring station to learn its NAUN address, and to
provide its address to its downstream neighbor.

If the active monitor copies its Active Monitor Present MAC frame and the A and C

bits are still setto B'0', it assumes that it is the only station on the ring and sets
the “neighbor notification compliete” flagto B'1'.

3-26 Token-Ring Network: Architecture Reference



Attaching to the Ring

The following sections describe the phases a ring station follows to attach to and
function on a ring; fqr more details see “Station Attachment Finite State Machine”
on page 7-21. ltis assumed that each ring station has a pre-assigned address,
which is unique across the IBM Token-Ring Network. Addresses are discussed in
“Addresses” on page 3-9.

At the completion of these phases, the station activates its standby monitor func-
tions if not elected active monitor in phase 1, and activates its wire fauit error
process.

Note: A ring station does not activate its standby monitor functions until it has
completed the attachment process.

Phase 0: Lobe Test
Lobe testing is part of the attachment process, done before the ring station has
attached to the ring. In this reference, a lobe is the section of cable that attaches a
device to an access unit; the access unit aliows the devices to access the ring from
a central point (for example, in a wiring closet).

A lobe test consists of sending a series of Lobe Test MAC frames on the ring
station’s lobe only, to make sure there is not a fault in the lobe. If the frames trav-
erse the lobe without fault, the ring station tests the receive logic by transmitting
Duplicate Address Test MAC frames. If they are received correctly, the station
attaches to the ring. Otherwise, the ring station terminates attachment with an
error.

Following the power-on diagnostics and lobe test, a device containing a ring
station is physically connected to the ring, and moves to Phase 1.

Phase 1: Monitor Check

The ring station starts the T(attach) timer (see page A-3).

¢ [f the ring station receives an Active Monitor Present, Standby Monitor Present,
or Ring Purge MAC frame before this timer expires, it assumes an active
monitor is present on the ring and proceeds to Phase 2.

¢ If the ring station does not receive one of the above frames before the timer
expires, either it is the first ring station on the ring, no active monitor is
present on the ring, or the inserting station has broken the ring. The ring
station initiates token-claiming (see page 3-23). (If this is the first ring station
on the ring, it becomes the active monitor.)

During this phase, the ring station responds to inputs according to the “Station
Attachment Finite State Machine” on page 7-21. In later phases, the ring station
also responds to input conditions appropriate to its status as the active monitor, or
not.

Phase 2: Duplicate Address Check
The ring station checks for the presence on its ring of another ring station with the
same address using the Duplicate Address Test MAC frame (see page 5-11). Ifa
duplicate address is found, the ring station removes itself from the ring.
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Phase 3: Participation in Neighbor Notification
During this phase, the ring station participates in neighbor notification. This allows
the station to learn its nearest active upstream neighbor’s (NAUN) address and
identify itself to its nearest active downstream neighbor (see page 3-20).

Before completing neighbor notification, if the ring station detects beaconing or the
need for beaconing, it removes itself from the ring with an indication of beaconing.
(See “Hard-Error Detection and Reporting” on page 3-30.) After neighbor notifica-
tion is complete, the detection of beaconing or of the need for beaconing causes
the ring station to begin beaconing as if it had completed attaching to the ring.
Attachment is then continued after the ring recovers.

Phase 4: Request Initialization
The ring station requests changed operational parameters from a ring parameter
server if one is present. If one is not present, default values are used.

A Request Initialization MAC frame sent to the ring parameter server includes reg-
istration information for the LAN manager. This information includes:

¢ The individual address of the ring station’s NAUN

¢ The product instance ID of the attached product

* The ring station’s microcode level.
If any of this information is incorrect or a threat to ring integrity, or if too many
stations are already on the ring, the ring parameter server can notify the LAN
manager. The LAN manager can request the configuration report server to issue a

Remove Ring Station MAC frame, forcing the ring station to remove itself from the
ring.

The ring parameter server responds with a Initialize Ring Station MAC frame. The
parameters that can be set are Physical Location, Soft Error Report Timer Value,
and Ring Number.

The ring parameter server serves as a focus to guarantee that ring stations on the
ring have the same Soft Error Report Timer Values and Ring Numbers.
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Soft-Error Detection and Reporting

Soft errors are intermittent faults that temporarily disrupt normal operation of the
IBM Token-Ring Network; soft errors are normally tolerated by error recovery pro-
cedures. Soft errors are indicated by architectural inconsistencies (such as cyclic
redundancy checks or time-outs) in received or repeated frames, and by a ring
station’s inability to process received frames. If soft errors result in degraded ring
performance, the LAN manager can reconfigure the ring to bypass the faulty node.

Each ring station maintains a set of counters to measure the frequency of occur-
rence of the most critical soft errors (see “Isolating Error Counts, X'2D'” on
page 5-19 and “Non-Isolating Error Counts, X'2E'” on page 5-20). When
T(soft_error_report) expires, the ring station transmits a Report Soft Error MAC
frame to the ring error monitor (see “Report Soft Error MAC Frame, X'29'” on
page 5-13). After successfully transmitting the Report Soft Error MAC frame, the
ring station resets these counters.

The Report Soft Error MAC frame reports the number of errors detected since the
last report was made. This report identifies the transmitting ring station’s NAUN

and inciudes all the errors and their values, whether or not the appropriate error
counter was incremented. This report may also contain a physical location ID for
the ring station, if this information is available to the ring station.
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Hard-Error Detection and Reporting

Hard errors are permanent faults, usually in equipment, that cause the ring to stop
operating within the normal IBM Token-Ring Network architecture protocols. A
ring station downstream from the hard fault recognizes a hard error at the receiver
side of its attachment. The ring must be reconfigured to bypass the error. This
restores the ring to an operational state. Repairs may be required to restore full
operation to the ring.

When a ring station detects a failure of token-claiming following a hard error, it
transmits Beacon MAC frames, pacing them at a specified time interval (see
“T(transmit_pacing)” on page A-15), with an all-stations address to its ring only,
until its input signal is restored, or until it removes itself from the ring. This is
called beaconing. All other stations that receive the Beacon MAC frame enter
Beacon Repeat mode. (See “MAC Recovery Finite State Machine” on page 7-13.)

The Beacon MAC frame identifies the beaconing ring station’s NAUN and the type
of error detected. It may also contain a physical location ID for the ring station,
assuming that this information is available to the ring station.

When the beaconing ring station’s NAUN has copied eight of these Beacon MAC
frames, the NAUN removes itself from the ring and tests itself and its lobe, using
the Lobe Media Test and Duplicate Address Test MAC frames (see page 5-11). If
the test is successful, the NAUN reattaches to the ring without going through the
normal attachment process. If the test fails, the NAUN remains unattached and
notifies its DLC.LAN.MGR.

If the ring does not recover after a specified period (see “T(beacon_transmit)” on
page A-4), the beaconing station assumes its NAUN has completed its self-test and
removes itself from the ring and tests itself and its lobe, using the Lobe Media Test
and Duplicate Address Test MAC frames. If the test is successful, the beaconing
ring station reattaches to the ring without going through the attachment process. If
the test fails, the beaconing ring station remains unattached and notifies its
DLC.LAN.MGR.

If the ring does not recover after both the NAUN and the beaconing ring station
have tested, the error cannot be repaired using automatic recovery; manual inter-
vention is required. Network management is notified of the beaconing condition
(see Chapter 15, “Ring Error Monitor”).

Note: A ring station removes and tests itself only once during a ring recovery
sequence.
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Chapter 4. Operation of DLC.LAN.MGR

The following figure illustrates the component structure of the IBM Token-Ring
Network in an SNA node:

Physical
Unit

Path Control Component

Data Link Conirol Component

Physical Component

Figure 4-1. Component Structure for the IBM Token-Ring Network in an SNA Node

A Physical Unit manages and monitors the resources of links and link stations.
Each SNA node contains a Physical Unit.

A Path Control component manages the sharing of these link resources and routes
basic information units through the IBM Token-Ring Network. Each SNA node con-
tains a Path Control component.

The Data Link Control and Physical components are described in “The Data Link
Control Layer” on page 1-2 and “The Physical Layer” on page 1-5. Each SNA
node and each node in an IBM Token-Ring Network contains a Data Link Control
component and a physical component. This chapter describes in detail the opera-
tion of the manager function for the Data Link Control component, called
DLC.LAN.MGR.

DLC.LAN.MGR activates and deactivates ring stations and link stations on
command from the Physical Unit. DLC.LAN.MGR also manages information
transfer between DLC.LAN and the Physical Unit. When DLC.LAN.MGR receives a
record from the Physical Unit, it either acts on the record (if the record is for
DLC.LAN.MGR) or passes it on to appropriate link stations. MAC frames intended
for functions other than DLC.LAN.MGR (indicated in the Major Vector ID of the MAC
frame) are routed by the DLC.LAN.MGR to the appropriate Physical Unit trans-
action programs.

In this chapter, a record is a collection of related data, treated as a unit; a port is
the same as a ring station.
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Physical Unit-to- DLC.LAN.MGR Records

An internal record interface is maintained between DLC.LAN.MGR and the Physical
Unit. The records exchanged on this interface from the Physical Unit to
DLC.LAN.MGR are described in this section. The records exchanged from
DLC.LAN.MGR to the Physical Unit are described in the next section.

Note: The structural decompositions.in this reference represent the meta-
implementation of the IBM Token-Ring Network. They are meant to aid and guide
implementers; they are not meant to restrict implementers if the meta-
implementation is not well-suited to a given environment.

ACTIVATE_PORT

This record is used to map a single physical port to a specific Data Link Control
component. ACTIVATE_PORT carries the following data:

* Port identifier
A required field that accommodates a local identifier. This field identifies the
specific ring station being activated.

¢ Any port parameters
An optional field that contains a field identifier and length and parameter data.
It also contains information used by DLC.LAN.MGR to initialize the port,
including the following parameters:

— individual_MAC_address (not required if ring station address is universally
administered)

— group_MAC_address (optional)

— product_instance_ID (see page 5-21)

— desired_functional_address_mask

* Any MAC parameters
An optional field that contains a field identifier and length and parameter data.
It contains information needed by DLC.LAN.MGR to create and initialize a MAC
component tailored to the port.

¢ Any access channel control parameters
An optional field that contains a field identifier and length and parameter data.
It contains information needed by DLC.LAN.MGR to create and initialize the
access channel control.

o Any DLC.LAN.MGR parameters
An optional field that contains a field identifier and length and parameter data.
It contains information needed by DLC.LAN.MGR to properly supervise
DLC.LAN and manage information transfer from DLC.LAN to the Physical Unit.

ASSIGN_ALS_ADDRESS

This record carries the adjacent link station address assigned by the Physical Unit
to the adjacent link station with which a connection has been established. An adja-
cent link station is a link station that is directly connected to a given node. The
Physical Unit uses the same correlator it received in the ALS_CONNECTED_IN
record from the DLC.LAN.MGR. The record contains correlator and adjacent link
station address fields.
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CONNECT_IN_ALS

This record informs DLC.LAN.MGR that a specified number of connection requests
from adjacent link stations may be accepted through the access channel. |t con-
tains the following fields:

¢ Number of connection requests that may be accepted
¢ Link station parameters.

The link station parameter field is optional and contains a field identifier and length
and parameter data. It also contains information needed by DLC.LAN.MGR to
create and initialize the link station, including timer values, maximum send and
receive window values (see “System Parameters” on page 11-3), and number of
retries on error.

CONNECT_OUT_ALS

CONTACT_ALS

This record requests DLC.LAN.MGR to establish a connection to an adjacent link
station. It contains the following fields:

¢ Adjacent link station identifier
¢ Signaling information
e Link station parameters.

The signaling information field is optional and contains a field identifier and length
and signaling data. Signaling data includes the local ring station address, the
remote ring station address and, optionally, the local and remote service access
point (SAP) addresses to be used. In this reference, a service access point is the
logical point at which a Path Control component acquires the services of the Data
Link Control layer (see page 4-1). The default address for both local and remote
SAPs is X'04".

The link station parameter field is optional and contains a field identifier and length
and parameter data. It also contains information needed by DLC.LAN.MGR to
create and initialize the link station, including timer values, maximum send and
receive window counts, and number of retries on error.

This record instructs DLC.LAN.MGR to send a SET_ABME record (see page 4-7) to
a specified link station. It contains the following fields:

* Adjacent link station identifier
* Mode/role parameters
¢ Path control connection parameters.

The mode/role parameter field contains information regarding the operation of the
local link station derived during the XID negotiation. Examples are operational
mode, which specifies ABME, and station role, which is either primary or sec-
ondary (this determines which link station should send the SABME command
LPDU).

The path control connection parameter field contains information regarding the
connection to path control for the identified adjacent link station.
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DISCONNECT IN_ALS

This record instructs DLC.LAN.MGR not to accept any more connection requests
through the access channel control.

DEACTIVATE_PORT

This record instructs the DLC.LAN.MGR to deactivate the port. Any currently active
links will also be deactivated.

DEFINE_ALS

This record defines to DLC.LAN.MGR the adjacent link station that has just been
connected. It contains an adjacent link station identifier and adjacent link station
parameters.

The adjacent link station parameter field contains a field identifier and length and
parameter data. It also contains information needed by DLC.LAN.MGR to tailor the
link station, including timer values, maximum send and receive window counts,
counter thresholds, and an optional access priority.

DISCONNECT_ALS
This record instructs DLC.LAN.MGR to terminate link-level contact with the speci-

fied adjacent link station, and to deactivate the connection to the adjacent link
station. It contains an adjacent link station identifier field.

SEND_XID
This record instructs DLC.LAN.MGR to exchange identification with the adjacent
link station. It contains an adjacent link station identifier and an XID information
field. The XID information field contains a field identifier and length and informa-
tion field data.
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DLC.LAN.MGR-to- Physical Unit Records

This section describes the records exchanged on the internal record interface from
DLC.LAN.MGR to the Physical Unit.

ALS_CONNECTED_OUT
This record informs the Physical Unit that the requested connection to an adjacent
link station has been established. It contains an adjacent link station identifier
field.

ALS_CONNECTED IN
This record informs the Physical Unit that a connection to an adjacent link station
has been established. It contains a correlator field, used by DLC.LAN.MGR to cor-
relate the adjacent link station address sent in reply by the Physical Unit (in
ASSIGN_ALS_ADDRESS) with the connected adjacent link station.

ALS_CONTACTED

This record informs the Physical Unit that an SABME/UA exchange with an adja-
cent link station has occurred. It contains an adjacent link station identifier field.

ALS DEFINED
This record returns the link station process identifier to the Physical Unit so that
the link between a path control component and the link station can be established.
It contains an adjacent link station identifier and a link station process identifier.

ALS DISCONNECTED
This record informs the Physical Unit that link-level contact with an adjacent link
station has been terminated, and that the connection to the adjacent link station
has been deactivated. It contains an adjacent link station identifier field.

INOPERATIVE

This record informs the Physical Unit that a failure has occurred, and identifies the
affected resources. It contains the following fields:

e Port identifier of affected ports

¢ Adjacent link station identifiers of adjacent link stations to which connectivity
has been lost

¢ Reason code for the failure.

The port identifier is present only when a port failure has occurred. Reasons for
port failures include internal errors, receiver exceptions, wire faults, beaconing,
and removed stations. Reasons for link failures include the N2 retry count (see
page 11-4) reaching its limit, and receipt of a DM response, FRMR response, or
DISC command LPDU.

PORT_ACTIVATED

This record informs the Physical Unit that a specific port has been activated as part
of the access channel control. It contains a port identifier and an
individual_MAGC_address parameter (if provided by the ring station).
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PORT_DEACTIVATED

This record informs the Physical Unit that a specific port has been deactivated and
is no longer a part of the access channel control. It contains a port identifier field.

RCV_XID

This record indicates to the Physical Unit that an XID LPDU has been received from
an adjacent link station. It contains an adjacent link station identifier and an XID
information field received from the adjacent link station. The XID information field
contains a field identifier and length and information field data.

RCV_SET_MODE

This record informs the Physical Unit that an SABME command LPDU has been

received from the adjacent link station. It contains an adjacent link station identi-
fier.
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DLC.LAN.MGR-to- Link Station Records

This section describes the records that DLC.LAN.MGR sends to link stations to
establish and terminate links, and to activate and deactivate data transfer.

ACTIVATE_LS(ALS identifier)
Creates the link station and initializes it to asynchronous disconnected mode.

DEACTIVATE_LS(ALS_identifier)
Terminates the link station and removes any resource allocation associated
with it.

SEND_XID(ALS_identifier, xid_info_field)

Causes the link station to send an XID command LPDU, with the P bit set to
B'1', at the next opportunity to send a poll, or to send an XID response LPDU,
with the F bit set to the value of the P bit in the previously received XID
command LPDU.

TEST_LINK(ALS_identifier, test_info_field)
Causes the link station to send a TEST command LPDU, with the P bit set to
B'1' and with test_info_field in the information field.

SET_ABME(ALS_identifier)

Causes the link station to send the SABME command LPDU, with the P bit set
to B'1' to respond to a received SABME command LPDU with the UA response
LPDU.

SET_ADM(ALS_identifier)

Causes the link station to send a DISC command LPDU, with the P bit set to
B'1', or a DM response LPDU to a received DISC command LPDU as appro-
priate.

SET_PARAMETERS(ALS_identifier, link_station_parameters)
Used by DLC.LAN.MGR to pass link station parameters to the link station. (See
“DEFINE_ALS” on page 4-4.)

ATTACH_PC(ALS_identifier, path_ctl_conn_parameters)

Tells the link station the internal reference (if different from the ALS identifier)
for its associated path conirol element, so that the link station can route
received BTUs to the proper destination.
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Link Station-to- DLC.LAN.MGR Records

This section describes the responses that are sent from link stations to
DLC.LAN.MGR.

4-8 Token-Ring Network:

XID_RECEIVED(ALS_identifier, xid_info_field)
Signals the receipt of an XID command or response LPDU.

SABME_RECEIVED(ALS_identifier)
Indicates that the link station has received an SABME command LPDU from the
adjacent link station.

CONTACTED(ALS_identifier)

Indicates that the link station has successfully established a link with the
remote link station. CONTACTED is sent to DLC.LAN.MGR when one of the fol-
lowing occurs:

— The link station has sent SABME and received UA.

— The link station has sent UA in response to an SABME and has subse-
quently received either an I- or S-format (RR or RNR) LPDU from the adja-
cent link station.

LINK_TESTED(ALS_identifier, test_info_field)
Contains the response to a previously issued TEST_LINK record.

DISC_RECEIVED(ALS _identifier):
Indicates that the link station has received a DISC command LPDU from the
adjacent link station.

FRMR_RECEIVED(ALS_identifier, frmr_info_field)

Signals that a frame reject error condition has been established by the remote
link station. The information field indicates the cause of the exception condi-
tion.

DISCONNECTED(ALS_identifier)

Indicates that the link station has successfully terminated the link with the
remote link station. DISCONNECTED is sent to DLC.LAN.MGR after the link
station has sent a DISC command LPDU and received a UA or DM response
LLPDU from the remote link station.

INOPERATIVE(ALS_identifier, reason_code, link_station_status)

Signals that the link station considers the link inoperative. Reason_code gives
the specific cause. Link_station_status indicates whether the local link station
was in a busy or REJ condition; whether the remote station was in a busy con-
dition; the values of the send, receive, and last_received_Nr state variables;
and the number of times T1 expired (see page 11-3).
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DLC.LAN.MGR-to- Access Channel Control Records

Communication with the access channel control consists of records to attach and
detach link stations (that is, to add or delete link stations from the access channel
control’s routing table), and to modify routing information for link stations already
known to the access channel control.

This section describes the records sent by DLC.LAN.MGR to the access channel.

Note: The primitives shown apply only to connection-oriented service. Primitives
for connectionless service must be provided by the implementer.

* ATTACH_LS(ALS_identifier, remote_MAC_address, local_MAC_address,
remote_SAP_value, local_SAP_value, routing_information, svc_class)
Requests the access channel control to add the specified link station to its
routing table.

The ALS identifier is used as the internal reference between the link station
and other sub-components.

The local and remote MAC addresses and SAP addresses provide the access
channel control with the information needed to map a link station to a port.

The routing_information parameter contains the routing information.

The service class indicates the priority of the connection (if the underlying
MAC supports different levels).

* DETACH_LS(ALS_identifier)
Requests the access channel contro! to delete the specified link station from its
routing table.

* MODIFY_LS(ALS_identifier, routing_information)
Used to pass new routing information to the access channel control for a link
station already contained in the access channel control’s routing table. This
primitive can only be issued during ADM.
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Access Channel Control-to- DLC.LAN.MGR Records

This section describes the responses sent from the access channel controi to
DLC.LAN.MGR.

Note: The primitives shown apply only to connection-oriented service. Primitives
for connectionless service must be provided by the implementer.

¢ LS _ATTACHED(ALS_ identifier)
Indicates that the specified link station has been added to the access channel
control’s routing table.

* LS DETACHED(ALS_identifier)
Indicates that the specified link station has been deleted from the access
channel control’s routing table.

* LS_MODIFIED(ALS_identifier, new_routing_information,
old_routing_information)
Notifies DLC.LAN.MGR that new routing information has replaced the previous
routing information used for the specified link station. Both the new and old
routing information fields are given to DLC.LAN.MGR.
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MAC-to- DLC.LAN.MGR Services

This section describes the services provided at the boundary between
DLC.LAN.MGR and the MAC sub-layer. DLC.LAN.MGR uses this boundary to
monitor and control the operations of the MAC sub-layer.

The primitives listed below enable DLC.LAN.MGR to request service from the MAC
sub-layer. (In this reference, a primitive is an abstract, implementation-
independent interaction between a user of a service and the provider of the
service.)

¢ REQUEST_MAC_CONFIGURE
* CONFIRM_MAC_CONFIGURE
REQUEST_MAC_CONTROL
CONFIRM_MAC_CONTROL
MAC_STATUS_INDICATION
SEND_MAC_DATA
RECEIVE_MAC_DATA
CONFIRM_MAC_DATA
REQUEST_MAC_VALUES
REPORT_MAC_VALUES.

Each service names the particular primitive and the information passed between
the MAC sub-layer and DLC.LAN.MGR.

REQUEST_MAC_ CONFIGURE

DLC.LAN.MGR uses this primitive to change the operational parameters of the
MAC sub-layer.

Semantics of the Service Primitive
REQUEST_MAC_CONFIGURE (
individual_MAC_address,
*group_MAC_addresses,
*functional_address_mask,
product_instance_ID,
participant_option,
pass_all_MAC_frames,
indicate_for_rcv_beacon_frames,
indicate_for_rcv_attention_frames,

)

Note: For this primitive, those parameters marked with an asterisk (*) can be set
at any time. All others must be set before the MAC has been activated and the ring
station attaches to the ring.

The individual_MAC_address parameter is the byte string used by the MAC sub-
layer as its individual address. lts characteristics are:

¢ Bit 0 of byte 0 is set to B'0' (individual address).
¢ It is not X*'0000 0000 0000".

This parameter can be set only before the MAC is activated.
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The group_MAC_addresses parameter is the set of byte strings used by the MAC
sub-layer as its group MAC addresses (not functional addresses). Its character-
istics are:

Bit 0 of byte 0 is set to B'1"' (group address).

Bit 1 of byte O is set to B'1' (local administration).
Bit 0 of byte 2 is set to B'1' (group address).

It is not X'C000 FFFF FFFF' or X'FFFF FFFF FFFF'.

The default is not to recognize any group address.

The functional_address_mask parameter, which can be set at any time, is the byte
string used by the MAC sub-layer to determine which destination functional
addresses it may copy. Only the MAC sub-layer can enable and disabie the active
monitor functional address. Ring stations can request any functional addresses at
initialization except those listed below:

* Active monitor (may not be requested across this protocol boundary)
¢ Ring parameter server.

The product_instance_ID parameter is the byte string used by the MAC sub-layer to
report the identity of the product within which it resides. It has a maximum length
of 18 bytes. In order for the product_instance to be valid, it must be supplied
during initialization. This parameter can be set only before the MAC is activated.
(For the format of the Product Instance ID see page 5-21.)

The participant_option parameter is to designate whether the ring station will par-
ticipate in token-claiming. If the ring station chooses not to participate, then it will
enter token-claiming only if it detects an error in the active monitor on the ring.
The default is not to participate. This parameter can be set anytime.

The pass_all_MAC_frames parameter is set by DLC.LAN.MGR to indicate to the
MAC layer to pass all MAC frames not recognized by it or which do not fit into one
buffer to DLC.LAN.MGR for further routing. This parameter can be set anytime.

The indicate_for_rcv_beacon_frames parameter is the value the MAC sub-layer
uses to decide whether to generate RECEIVE_MAC_DATA primitives for received
Beacon MAC frames with source address or beacon type change. The defaultis
not to receive Beacon MAC frames. This parameter can be set anytime.

The indicate_for_rcv_attention_frames parameter is the value the MAC sub-layer
uses to decide whether to generate RECEIVE_MAC_DATA primitives for received
attention MAC frames. This indication occurs only if the control bits are not equal
to those of the last attention frame received. An attention MAC frame is a frame in
which the Control Bits (ZZZZ) in the frame control field have a value greater than
X'1'. The default is not to receive attention MAC frames. This parameter can be
set anytime.

Note: All parameters of this primitive are optional. If a parameter is omitted, the
MAC sub-layer uses the most recently provided value for this parameter or, if no
value has been previously provided, the default value for the parameter is used.
The default value for the individual_MAC_address parameter is not defined here.
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When Generated
This primitive is generated by DLC.LAN.MGR, whenever DLC.LAN.MGR requires
that the MAC sub-layer be reconfigured. This primitive can be issued at any time;
in most cases the MAC sub-layer need not be activated (see “MAC Activation and
Deactivation” on page 5-27).

Effect On Receipt
Receipt of this primitive causes the MAC sub-layer to reset its protocol and estab-
lish the values of its addresses and other initialization parameters. The
individual_MAC_address, product_instance_ID, participant_option,
pass_all_MAC_frames, indicate_for_rcv_beacon_frames, and
indicate_for_rcv_attention_frames parameters cannot be changed if the MAC is
activated. Upon completion of this primitive, the MAC sub-layer generates a
CONFIRM_MAC_CONFIGURE.

CONFIRM_MAC_ CONFIGURE

This primitive is used by the MAC sub-layer to inform DLC.LAN.MGR that the
REQUEST_MAC_CONFIGURE primitive is complete.

Semantics of the Service Primitive
CONFIRM MAC_CONFIGURE (
status

)

The status parameter indicates the success or failure of the
REQUEST_MAC_CONFIGURE. If success is indicated, this parameter has the value
NORMAL_COMPLETION.

If failure is indicated, this parameter has one of the following values:

* NO_INDIVIDUAL_MAC_ADDRESS — the individual_MAC_address parameter
was not specified, and one was required.

¢ INVALID_INDIVIDUAL_MAC_ADDRESS — either the individual_MAC_address
parameter was all B'0's, or it did not begin witha B'0".

* |INVALID GROUP_MAC_ADDRESS — the group_MAC_address parameter was
all B'1's, or it did not begin witha B'1', or it was X'C000 FFFF FFFF' (an
invalid group MAC address).

¢ INVALID_PRODUCT_INSTANCE_ID — the product_instance_id parameter was
an invalid length.

¢ INVALID_FUNCTIONAL_ADDRESS_REQUESTED.

When Generated
This primitive is generated by the MAC sub-layer upon completion of a
REQUEST_MAC_CONFIGURE.

Effect On Receipt
The effect of this primitive on DLC.LAN.MGR is unspecified.
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REQUEST_MAC_ CONTROL

DLC.LAN.MGR uses this primitive to cause the MAC sub-layer to attach itself to
and remove itseif from the ring.

Semantics of the Service Primitive
REQUEST_MAC_CONTROL  (
control_action

)

The control_action parameter is one of the following:

* MASTER_RESET — causes the ring station to unconditionally remove itself
from the ring.

¢ [NSERT — causes the ring station to attach to the ring. Failure to attach is indi-
cated by the CONFIRM_MAC_CONTROL primitive.

When Generated

This primitive is generated by DLC.LAN.MGR whenever it requires the MAC sub-
layer to take one of the above control actions.

Effect On Receipt
Receipt of this primitive causes the MAC sub-layer to take the action specified.

CONFIRM_MAC_ CONTROL

The MAC sub-layer uses this primitive to inform DLC.LAN.MGR of the results of a
REQUEST_MAC_CONTROL.

Semantics of the Service Primitive
CONFIRM_MAC_CONTROL (
status

)

The status parameter indicates the success or failure of the

REQUEST_MAC_CONTROL. If success is indicated, this parameter has the value
NORMAL_COMPLETION.

if failure is indicated, this parameter has one of the following values:

¢ MAC_NOT_ACTIVATED — MASTER RESET was attempted, but the MAC sub-
layer was not active.

s INTERNAL ERROR — an internal error occurred during execution of the
REQUEST_MAC_CONTROL.

* REMOVE_RECEIVED

* TRANSMISSION_MEDIUM_ERROR (phase, type) — a cable error occurred
during MAC activation. Phase defines when the transmission medium failure
occurred:
— DISCONNECTED
— MONITOR_CHECK
— DUPLICATE_ADDRESS_CHECK
-~ NEIGHBOR_NOTIFICATION
— REQUEST_PARAMETERS

Type defines the error:

— FUNCTION_FAILURE

— RECEIVER_EXCEPTION (signai loss)
— FREQUENCY_ERROR

— WIRE_FAULT

4-14 Token-Ring Network: Architecture Reference



— TIME-OUT_ERROR (T(attach) expires during ADDRESS_VER{FICATION,
NEIGHBOR_NOTIFICATION, or REQUEST_PARAMETERS phases)

— MONITOR_PURGE_FAILURE

— BEACONING_OCCURRING

— DUPLICATE_INDIVIDUAL_MAC_ADDRESS

— PARAMETER_REQUEST (time-out on receiving Set Parameters, when one
was expected).

When Generated
This primitive is generated by MAC upon completion of a
REQUEST_MAC_CONTROL.

Effect On Receipt
The effect of this primitive on DLC.LAN.MGR is unspecified.

MAC_STATUS_ INDICATION

The MAC sub-layer uses this primitive to inform DLC.LAN.MGR of errors and sig-
nificant status changes. This primitive can occur only after attachment to the ring.

Semantics of the Service Primitive
MAC_STATUS_INDICATION (
status_report

)

The status_report parameter is one of the following:

* FRAME_GOOD — a good frame was repeated or copied.
* FRAME_BAD — the Error-Detected (E) bit was set on in a bad frame.
¢ CLAIM_TOKEN — token-claiming transmit state has been entered.
s ACTIVE_MONITOR — the ring station has assumed the active monitor role.
* STANDBY_MONITOR — the standby monitor role has been assumed.
* DUPLICATE_ADDRESS_ENCOUNTERED — a duplicate individual MAC address
has been encountered.
s BEACONING_CHANGED.
¢ BEACONING_STOPPED.
s SET_PARAMETERS_MAC_FRAME_RECEIVED.
* INOPERATIVE
— INTERNAL_ERROR
— RECEIVER_EXCEPTION — no received signal transitions on the medium
— WIRE_FAULT
— FREQUENCY_ERROR
— BEACONING_OCCURRING
— BEACON_FRAME_RECEIVED, not Self_beaconing
— BEACON_FRAME_RECEIVED, Self_beaconing
— SELF_BEACONING, not Beacon_frame_received
— REMOVE_RECEIVED (removal_code) — a remove_ring_station MAC frame
was received
— AUTO_REMOVE_FAULT — a ring station that caused the ring to enter
beaconing removed itself from the ring, tested, detected an error, and
remained off the ring
— SINGLE_STATION_INDICATOR — the ring station detects that it is the only
ring station on the ring.
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When Generated

This primitive is generated by the MAC sub-layer when one of the reported condi-
tions occurs.

Effect On Receipt
The effect of this primitive on DLC.LAN.MGR is unspecified.

SEND_MAC_DATA

This primitive defines the transfer of data from a local DLC.LAN.MGR to the local
MAC sub-layer.

Semantics of the Service Primitive
SEND_MAC_DATA (
frame_control_field,
destination_address,
routing_information,
MSDU,
requested_service_class

)

The frame_control_field parameter specifies the value for the frame’s frame control
field. This parameter has the following characteristics:

e Bits 0 and 1 of byte 0 are each set to B'0'. (indicating a MAC frame)
¢ Bits 4 through 7 have a value between B'0000' and B' 0110 their value is a
valid combination with the MAC command value.

The destination_address parameter may specify either an individual or a group
MAC address. It contains sufficient information to create the destination address
field that is appended to the frame by the local MAC sub-layer, as well as any
lower-level address information. The Remove Ring Station and Response MAC
frames cannot have an all-stations broadcast destination address. (See "“MAC
Frames That Cannot be Sent to All Stations” on page 5-25.)

The routing_information parameter specifies the frame routing information, if the
frame is targeted to an off-ring destination.

The MSDU parameter specifies the MAC service data unit to be transmitted by the
MAC sub-layer. There is sufficient information associated with MSDU for the MAC
sub-layer to determine the length of the data unit. The source class value within
MSDU is examined by the MAC sub-layer to ensure that the source class does not
equal X'0', and that it is not restricted by the current source_class_vector.

The requested_service_class parameter specifies the priority desired for the data
unit transfer.

Note: Certain MAC frames generated by the MAC sub-layer itself (for example,
Active Monitor Present) may be transmitted with a priority that exceeds the
maximum transmit priority allowed for frames passed to the MAC sub-layer by the
LLC sub-layer or DLC.LAN.MGR.
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When Generated

Effect on Receipt

This primitive is generated by DLC.LAN.MGR whenever data must be transferred
to one or more peer DLC.LAN.MGRs.

Receipt of this primitive causes the MAC sub-layer to append all MAC-specific
fields, including the destination and source addresses and any fields that are
unique to the particular medium access method, and to pass the properly formed
frame to the lower layers of protocol for transfer to the peer DLC.LAN.MGRs.

RECEIVE_MAC_DATA

This primitive defines the transfer of data from the MAC sub-layer to
DLC.LAN.MGR.

Semantics of the Service Primitive

When Generated

RECEIVE_MAC_DATA (
frame_control_field,
destination_address,
source_address,
routing_information,
MSDU,
reception_status

)
The tframe_control_field parameter is the frame control field received.

The destination_address parameter may be either an individual or a group MAC
address, as specified by the destination address field of the received frame.

The source_address parameter must be an individual address as specified by the
source address field of the received frame.

The routing_information parameter specifies the routing information contained in
the received frame.

The MSDU parameter specifies the MAC service data unit as received by the local
MAC sub-layer.

The reception_status parameter indicates the success or failure of the received
frame. It consists of the following elements:

» frame_status: FR_GOOD
e E value: B'0',B'1".
s A_& C_value: B'00',B'01', B'10', B'11".

The RECEIVE_MAC_DATA primitive is generated by the MAC sub-layer to one or
more DLC.LAN.MGRs to indicate the arrival of a MAC frame. The MAC information
field is reported only if it is validly formed and received without error, and if the
destination address designates the local MAC sub-layer.
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Effect on Receipt
The effect of this primitive on DLC.LAN.MGR depends upon the validity and content
of the frame.

Additional Comments
If the focal MAC sub-layer is designated by the destination_address parameter of
an SEND_MAC_DATA primitive, the RECEIVE_MAC_DATA primitive is also invoked
by the MAC sub-layer to the local DLC.LAN.MGR. This duplex characteristic of the
MAC sub-layer may be due to unique function capabilities within the MAC sub-
layer, or to duplex characteristics of the lower layers. For example, frames trans-
mitted to the broadcast address invoke RECEIVE_MAC_DATA primitives at all ring
stations in the IBM Token-Ring Network, including the ring station that originated
the request. )

CONFIRM_MAC_DATA
This primitive responds to SEND_MAGC_DATA, signaling success or failure.

Semantics of the Service Primitive
CONFIRM_MAC_DATA (
transmission_status,
provided_service_class

)

The transmission_status parameter passes status information back to the local
requesting DLC.LAN.MGR. It indicates the success or failure of the associated
SEND_MAC_DATA. If success is indicated, this parameter has the value
PDU_ACCEPTED.

The failure reason codes indicate an error that causes the MAC sub-layer to fail to
queue the frame for transmission. If failure is indicated, this parameter has one of
the following values:

* MAC_NOT_ACTIVATED
¢ [INVALID_FRAME_CONTROL_FIELD_VALUE (bit values not allowed)
¢ [NVALID_DESTINATION_ADDRESS
— Improperly formed
e INVALID_ROUTING_INFORMATION
— Less than 2 bytes
— Greater than 18 bytes
— Improperly formed (odd length)
¢ [NVALID_MSDU
— Greater than the maximum allowed length
— Not authorized to transmit using this source class
— Invalid source/destination class combination
* INVALID_REQUESTED_SERVICE_CLASS
— Priority value not allowed.

The provided_service_class parameter specifies the priority provided for the data
unit transfer.
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When Generated
This primitive is generated by the MAC sub-layer in response to a
SEND_MAC_DATA from the local DLC.LAN.MGR.

Effect on Receipt
The effect of this primitive on the DLC.LAN.MGR is unspecified.

Additional Comments
It is assumed that sufficient information is available to DLC.LAN.MGR to associate
the response with the appropriate request. For example, the association may be
implied by the order of the responses, because the MAC sub-layer requires that
the requests be serviced in a first-in, first-out manner. This does not preclude
MAC from buffering more than one data unit for transmission.

REQUEST MAC_ VALUES

DLC.LAN.MGR uses this primitive to request the values of the current MAC sub-
layer operational information.

Semantics of the Service Primitive
REQUEST_MAC_VALUES  (
individual_MAC_address

)

The individual_MAC_address parameter specifies which local MAC sub-layer is to
transfer its operational information to DLC.LAN.MGR in a REPORT_MAC_VALUES
primitive.

When Generated
This primitive is generated when desired by DLC.LAN.MGR.

Effect on Receipt
The REPORT_MAC_VALUES primitive is generated.

REPORT_MAC_ VALUES

This primitive defines the transfer of operational information from the local MAC
sub-layer to DLC.LAN.MGR.

Semantics of the Service Primitive
REPORT_MAC_VALUES (
operational_values

)

The operational_values parameter contains the current values used by the MAC
sub-layer, including:

Individual_MAC_address
Group_MAC_address
Source_class_vector
Functional_address_mask
¢ NAUN
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When Generated
This primitive is generated by the MAC sub-layer when it receives a
REQUEST_MAC_VALUES primitive.

Effect on Receipt
The effect of this primitive on DLC.LAN.MGR is unspecified.
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Chapter 5. MAC Frames

MAC frames are originated, received, and acted upon by ring stations. These
frames control the operation of the IBM Token-Ring Network and any ring station
operations that affect the ring.

MAC Frame Format

The overall MAC frame format is the same as that given in Chapter 2, “MAC
Frame Format” on page 2-1.

However, all MAC frames have the same frame control field format, with bits 0 and
1setto B'0', as indicated below:

FC

Bit 0 Bit 7
00r;r2,227

r = Reserved Bits
Z = Control Bits

Figure 5-1. MAC Frame Control Field

The reserved bits are reserved by IBM for future use. They are transmitted as
B'0's; their value is ignored by receiving ring stations.

The control bits for a MAC frame are described in detail in “Express Buffer and
Other Frame Control Field Values” on page 5-24.

The format of the MAC frame information field, also called a major vector, is shown

below:
ya
7/
MAC MAC MAC MAC
LLID Subvector | Subvector Subvector
////
4 bytes Voriable Variable Variable

Length Length Length

Figure 5-2. MAC Information Field

The major vector consists of a MAC length and ID (LLID) and 0, 1, or more MAC
subvectors.
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The format of the MAC LLID is shown below:

Mgjor Vector ID (MVID)
Major Vector Length (LL) Class Byte Command Byte

Dest. Source Specific
Class Class Code Point

2 bytes 1/2 2 1byte
byte byte

Figure 5-3. MAC LLID Format

Major Vector Length

The Major Vector Length (LL) is a 2-byte field that gives the length, in bytes, of this
specific MAC major vector, including the Major Vector Length field itself.

Major Vector ID

The Major Vector ID (MVID) is a 2 byte field that identifies the function that this
major vector is to perform. The Major Vector ID is divided into two sub-fields,
Function Class and Command. The Command sub-field is a single byte that
uniquely identifies the type of MAC frame.

The Function Class sub-field is further divided into two 4-bit fields that define the
destination and source function classes for the MAC frame.

The destination and source fields provide two functions:

1. They provide a way to route a received MAC frame to the desired handling
function. For example, if the destination class field specifies Ring Station, then
the ring station parses the frame, instead of passing it to DLC.LAN.MGR. If the
destination class field is DLC.LAN.MGR, then the ring station immediately
passes the frame to DLC.LAN.MGR, without parsing it.

If the destination class is not Ring Station, then a router located in
DLC.LAN.MGR must route the frame to the proper function class manager for
that function class. For example, if the destination class is configuration report
server, then the router must pass the frame to the configuration report server
for parsing.

Some MAC frames are destined for the Ring Station function class, but are not
actually handled by ring stations. In these cases, the ring station receives the
MAC frame, sees that it is destined for the ring station, parses the frame but
sees that the remainder of the major vector identifier is unrecognized, and
passes the frame to the DLC.LAN.MGR router. The router must handle these
frames also. Whether an unknown MAC frame is transferred to the
DLC.LAN.MGR router depends on the destination function class or on the
optional setting of pass_all_MAC_frames (see page 4-12).

2. They provide a way to filter MAC frames that are built and sent by an attached
product, using the source class field. They also provide a way to filter MAC
frames received from the ring.
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Each ring station contains a 2-byte mask specifying which of the 16-source function
classes the attached product may use. For example, if the mask says that the
attached product may not send configuration report server-class MAC frames, but
the attached product builds and tries to send such a frame (such as Remove Ring
Station), then the ring station wili reject the frame without sending it.

Destination and source classes are listed below:

Class Function Class

Value

X'o' Ring station

X1t DLC.LAN.MGR

X'4' Configuration Report Server
X'5! Ring Parameter Server
X'g' Ring Error Monitor

Figure 5-4. Destination and Source Function Classes

Ring stations and DLC.LAN.MGR are covered in Chapter 3, “Token-Ring
Concepts” on page 3-1; the following sections describe the other function classes.

Configuration Report Server
The configuration report server is a network management function that resides on
every ring in a multiple-ring environment for which stations are to be managed. It
serves four purposes for the IBM Token-Ring Network:

¢ |t collects configuration information from the ring (Report NAUN Change and
Report New Monitor MAC frames) and reports this information to the LAN
manager. This assures that the LAN manager always has complete and accu-
rate ring configuration information for all rings.

¢ |t can request status information from stations on its local ring as requested by
the LAN manager.

¢ |t can set the values of operational parameters for stations on its local ring as
directed by the LAN manager.

s |t can change the configuration of its local ring by requesting a station to
remove itself from the ring as directed by the LAN manager.

Chapter 5. MAC Frames 5-3



Ring Parameter Server
The ring parameter server is a network management function that resides on every
ring in which the operational parameters are centrally managed. It serves two pur-
poses for the IBM Token-Ring Network:

* |t is the target for all Request Initialization MAC frames that are sent by ring
stations during attachment to the ring. This allows a ring station to send the
frame to a known address (that is, the ring parameter server functional
address) on its own ring only, without having to broadcast on all the other
rings. The ring parameter server sends this registration information to LAN
manager.

¢ |t makes the following parameters readily available to all ring stations on the
ring (using the Initialize Ring Station MAC frame):

— Ring Number
— Ring Station Soft Error Report Timer Value
— Physical Location.

This guarantees that the Ring Number and Ring Station Soft Error Report Timer
Value are the same for all ring stations on the ring.

Ring Error Monitor
The Ring Error Monitor provides three functions:

¢ |t collects error reports from stations on the attached ring. These include the
“Report Neighbor Notification Incomplete MAC Frame, X'27'” on page 5-12,
“Report Active Monitor Error MAC Frame, X'28'” on page 5-11, and “Report
Soft Error MAC Frame, X'29'” on page 5-13.

¢ |t further analyzes the soft error reports and when threshoids are exceeded,
reports the fault domain and the error condition to the LAN manager.

¢ |t forwards the other reports received from stations on the ring to the LAN
manager.

This server is present on rings for which errors are to be monitored or analyzed.
Its functional address is the destination address for error reports generated by ring
stations.
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Subvector Format

A subvector has the format shown below:

Length

SVID

Value

1 byts -

1 byte

Variable tength
(2 bytes minimum)

Figure 5-5. MAC Subvector

Subvector Length

This is a 1-byte field indicating the length, in bytes, of the MAC subvector. A length
of X'EF' means that the vector is longer than 254 bytes and the format of the entire

subvector becomes:

XFF'

SVID

Length

Value

1 byte

1 byte

2 bytes

2 or more bytes
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Subvector Type (SVID)

Subvector Value

The subvector type code of the MAC subvector (SVID) is a single byte with the fol-
lowing format:

SVIiD
Bit 0 Bit 7

AAEEOEG

C/S = Common/Specific Indicator Bit
R/O = Required/Optional Indicator Bit
P = Code Point Bit

Figure 5-6. SVID Format

¢ Bit 0 of the SVID is the common/specific indicator. It is used to distinguish
between types of subvectors.

— The MAC subvectors with code points from X'00' through X'7F' (see “List
of Subvectors” on page 5-17) are used so that certain common (to many
MAC major vectors) strings of data can be formatted and labeled in a
standard way. This standardization facilitates sharing of data between
local area network applications, and helps make the data application inde-
pendent. Additionally, the design effort for formatting and documenting the
vectors need not be repeated for every future instance of their use. The
type codes for these vectors are unique across local area network applica-
tions and are controlled by IBM Token-Ring Network architecture to ensure
this uniqueness.

— The MAC subvectors with code points from X'80' through X'F8' are for
specific definition within a particular MAC major vector by command
versus reply types. They need be unique only within the context of the
specific command major vector and reply major vector definitions.

For example, the MAC subvector X'90' can have an entirely different defi-
nition in every different MAC major vector, and can differ depending on
whether the major vector is a command or reply. The MAC subvector
X'40' has only one definition across all MAC major vectors and applica-
tions.

¢ Bit 1 of the SVID is the Required/Optional Indicator Bit (R/O). This bit is set by
the sending ring station to inform the target ring station that the receiver must
handle this subvector. If this bit is set to B'1' in the subvector, and the target
ring station does not recognize this subvector, the frame is rejected and a neg-
ative response is sent. If this bit is set to B'0' in the subvector, and the target
ring station does not recognize the subvector, the subvector is ignored and the
frame is accepted.

¢ Bits 2-7 of the SVID are the subvector Code Point Bits (P). Note that a code
point of X'FF' means that an expanded SVID is being used and is contained in
the next 2 bytes.

This field contains information to process the subvector.

MAC subvectors themselves may contain other MAC subvectors. They may also
contain other types of vectors and optional fields that are unique only to the partic-
ular MAC subvector to which they belong.
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MAC Frame Specification Table
Table 5-1 on page 5-8 lists all IBM Token-Ring Network Medium Access Control
frames, in numerical order of their major vector values.
Abbreviations used in Table 5-1 on page 5-8

o A subvector that is optional in a given frame. The receiver assumes a
default value if this subvector is not present.

R A subvector that is required in a given frame. If this subvector is not
present, the ring station rejects the major vector and sends a response
stating the reason for rejection. See the validity checking rules in
“MAC Frame Response” on page 5-27 for the handling of MAC frames
with missing required subvectors.

NAUN Nearest active upstream neighbor.
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Tabie 5-1 (Page 1 of 2). MAC Frame Specification Table
MVID MAC Frame Destination Source Destination Subvectors
Cmd Frame Control Class Class Address
Byte Fieid
X'00' Response X'00" Source class Ring Source X'09' [O] Correlator {from Request)
of received station address of X'20' [R] Response Code
frame received
frame
xX'02' Beacon X'02' Ring station Ring All stations X'01' [R] Beacon Type
station this ring X'02' [R] NAUN
X'0B' [O] Physical Location
X'031 Claim Token X'03' Ring station Ring All stations X'02' [R] NAUN
station this ring X'0B' [O] Physical Location
X'04' Ring Purge X'04' Ring station Ring All stations X'02' [R] NAUN
station this ring X'0B' [O] Physical Location
X'05' Active X'05' Ring station Ring All stations X'02' [R] NAUN
Monitor station this ring X'0B' [O] Physical Location
Present
X'06' Standby X'06' Ring station Ring All stations X'02' [R] NAUN
Monitor station this ring X'0B' [O] Physical Location
Present
X'07' Duplicate X'01' Ring station Ring Station’s None
Address station own indi-
Test vidual
address
X'08' Lobe Test X'00' Ring station Ring Null address X'26' [R] Wrap Data
station
X'09' Transmit X'00' Ring station Config. Target X'27' [R] Frame Forward
Forward Report address
Server
X'0B' Remove X'01! Ring station Config. Target None
Ring Station Report address
Server
X'oC! Change X'00* Ring station Config. Target X'03' [O] Local Ring Number
Parameters Report address X'04' [O] Assign Physical Location
Server X'05' [O] Soft Error Report Timer Value
X'06' [O] Enabled Function Classes
X'07' [O] Allowed Access Priority
RESPONSE X'09' [O] Correlator (for Response)
REQUIRED
X'oD! Initialize X'00' Ring station Ring Target X'03' [O] Local Ring Number
Ring Station Para- address X'04' [O] Assign Physical Location
meter X'05' [O] Soft Error Report Timer Value
RESPONSE Server X'09' [O] Correlator (for Response)
REQUIRED
X'0E! Request X'00' Ring station Config. Target X'09' [O] Correlator (for Response)
Ring Station Report address
Address Server
X'OF' Request X'00' Ring station Config. Target X'09' [O] Correlator (for Response)
Ring Station Report address
State Server
X'10' Request X'00' Ring station Config. Target X'09' [O] Correlator (for Response)
Ring Station Report address '
Attachments Server
X'20' Request X'00' Ring param- Ring Ring param- X'02' [R] NAUN
Initialization eter server station eter server X'22' [R]} Product Instance ID
functional X'23' [R] Ring Station Microcode Level
address, this
ring
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Table 5-1 (Page 2 of 2). MAC Frame Specification Table

MVID MAC Frame Destination Source Destination Subvectors
Cmd Frame Control Class Class Address
Byte Field
x'22' Report Ring X'00' Config. Ring Sender of X'02' [R] NAUN
Station Report station request X'09' [R] Correlator (from Request)
Address Server X'0B' [R] Physical Location
X'2B' [R] Group Address
X'2C' [R] Functional Address(es)
X'23' Report Ring X'00' Config. Ring Sender of X'09' [R] Correlator (from Request)
Station State Report station request X'23' {R] Ring Station Microcode Level
Server X'28' [R] Station ID :
X'29' [R] Ring Station Status Vector
X'24' Report Ring X'00* Config. Ring Sender of X'06' [R] Enabled Function Classes
Station Report station request X'07' [R] Allowed Access Priority
Attachments Server X'09' [R] Correlator {from Request)
X'22' [R] Product Instance ID
X'2C' [R] Functional Address(es)
X'25' Report New X'00' Config. Ring Config. X'02' [R] NAUN
Active Report station Report X'0B' [R] Physical Location
Monitor Server Server func- X'22' [R] Product Instance ID
tional
address, this
ring
X'26' Report X'00' Config. Ring Config. X'02' [R] NAUN
NAUN Report station Report X'0B' [R] Physical Location
Change Server Server func-
tional
address, this
ring
X'27! Report X'00' Ring error Ring Ring error X'0A' [R] Address of Last Neighbor
Neighbor monitor station monitor Notification
Notification functional
Incomplete address, this
ring
X'28' Report X'00' Ring error Ring Ring error X'02' [R] NAUN
Active monitor station monitor X'0B' [R] Physical Location
Monitor functional X'30' [R] Error Code
Error address, this
ring
X'29' Report Soft X'00' Ring error Ring Ring error X'02' [R] NAUN
Error monitor station monitor X'0B' [R] Physical Location
functional X'2D' [R] !solating Error Counts
address, this X'2E' [R] Non-Isolating Error Counts
ring )
X'2A" Report X'00' Config. Ring Config. X'2A' [R] Transmit Status Code
Transmit Report station Report
Forward Server Server func-
tional

address, this
ring
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List of Major Vector MAC Frames

The 25 MAC frames with unique major vector IDs are described beiow in alpha-
betic order. These MAC frames are listed in the numeric order of their Major
Vector ID values in Table 5-1 on page 5-8. '

Active Monitor Present MAC Frame, X'05'
This frame is sent by the active monitor to all other ring stations on the same ring
(X'CO000 FFFF FFFF') at the completion of the ring purge process or at the expira-
tion of the active monitor’s T(neighbor_notification) timer. This frame is used to:

¢ Inform standby monitors of the active monitor’s presence
¢ |Indicate that the ring is functioning correctly

¢ [nitiate neighbor notification.

Because all standby monitors depend on the timely arrival of this frame to indicate
the active monitor’s presence, this frame must be transmitted at the highest pri-
ority (access control field set to X'F0', indicating an access priority of 7). Standby
monitors must also be able to recognize that the frame has been transmitted, so
they will not initiate token-claiming inappropriately.

The interval between transmissions of the Active Monitor Present MAC frame is
controlled by T(neighbor_notification) in the active monitor. (See Appendix A,
“Token-Protocol Timers” on page A-1for more detail about timers and their
relation to the neighbor notification process.) When this timer expires, the active
monitor queues an Active Monitor Present MAC frame.

The active monitor uses its T (receive_notification) timer to ensure that a Active
Monitor Present frame cycles the entire ring periodically.

The information field of this MAC frame contains:

e X'0012 0005' (the Active Monitor Present major vector)

¢ X'0802 xxxx xxxx xxxx' (the NAUN subvector, with length=8, type=2, and the
active monitor’s NAUN'’s individual address)

* X'060B xxxx xxxx ' (the Physical Location subvector, with length=86, type=B,
and the assigned physical location of the active monitor).

Beacon MAC Frame, X'02'

If a ring station detects the expiration of T(claim_token) during the token-claiming
process, then the ring station transmits this frame to all other ring stations on the
same ring.

Change Parameters MAC Frame, X'0C'

This frame is sent by the configuration report server to a station to set any appro-
priate ring operational values.
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Claim Token MAC Frame, X'03'
This frame is transmitted by a ring station to all other ring stations on the same
ring during the token-claiming process (see “The Token-Claiming Process” on
page 3-23).

Duplicate Address Test MAC Frame, X'07'

This frame is sent by a ring station addressed to itself to assure that:

¢ During attachment no other ring station on the same ring has the same indi-
vidual address
¢ During self-test the station can receive frames.

Initialize Ring Station MAC Frame, X'0D'
This frame is sent by the ring parameter server to respond to a ring station’s
Request Initialization MAC frame, and to set any appropriate ring operational
values.

Lobe Test MAC Frame, X'08'

This frame is sent by a ring station to test the bit error rate in its loop-back path:

e Before the ring stations physical attachment to the ring
¢ During the beacon self-test process.

The destination address of this frame is the null address (X'0000 0000 0000').

Remove Ring Station MAC Frame, X'0B'

This frame is sent by the configuration report server to instruct a ring station to
remove itself from the ring.

Report Active Monitor Error MAC Frame, X'28'
This frame is sent to the ring error monitor functional address by the active monitor
when it receives a Ring Purge or an Active Monitor Present MAC frame that it did
not transmit, or when it receives a Claim Token MAC frame. It is also sent by a
ring station in Claim Token Transmit mode if it receives a Claim Token MAC frame
with its individual source address but a different NAUN. When Report Active
Monitor Error is sent as a result of receiving a Claim Token MAC frame, its trans-
mission takes place after token-claiming is resolved.
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Report NAUN Change MAC Frame, X'26'
This frame is sent to the configuration report server functional address (X'C000
0000 0010') by any ring station (including the active monitor) that detects a change
in the address of its nearest active upstream neighbor (NAUN) during neighbor
notification. This address change means that either a ring station has attached to
the ring, or a ring station has removed itself from the ring. The LAN manager can
use this information to maintain an accurate configuration table.

To ensure that the configuration report server has reliable information, ring
stations use assured delivery (see page 5-26) to deliver this frame.

The information field of this MAC frame contains:
¢ X'0012 4026' (the Report NAUN Change major vector)

e X'0802 xxxx xxxx xxxx' (the NAUN address subvector, with length=8, type=2,
and the NAUN’s individual address)

e X'060B xxxx xxxx' (the Physical Location subvector, with length=6, type=B,
and the assigned physical location of the ring station).

Report Neighbor Notification Incomplete MAC Frame, X'27'
This frame is sent by the active monitor to the ring error monitor functional address
(X' G000 0000 0008') when its T(neighbor_notification) expires before the com-
pletion of the previous neighbor-notification process.

When T(neighbor_notification) in the active monitor expires, the active monitor
checks the “neighbor notification complete” flag to determine if the preceding
neighbor notification cycle has been successfully completed. If the flag is not set,
the active monitor queues a Report Neighbor Notification Incomplete MAC frame to
the ring error monitor functional address.

The information field of this MAC frame contains:

e X'000C 6027"' {the Report Neighbor Notification Incomplete major vector)

e X'080D xxxx xxxx xxxx' (the source address from the last copied Active
Monitor Present or Standby Monitor Present MAC frame).

Note: The Active Monitor Present MAC frame is transmitted before any Report
Neighbor Notification Incomplete MAC frame.

Report New Active Monitor MAC Frame, X'25'
This frame is sent by a ring station to the configuration report server functional
address to report that it has become the active monitor.

Report Ring Station Address MAC Frame, X'22'

This frame is sent by a ring station to the configuration report server to respond to
the latter’s Request Ring Station Address frame.

Report Ring Station Attachments MAC Frame, X'24'

This frame is sent by a ring station to the configuration report server to respond to
the latter's Request Ring Station Attachments frame.
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Report Ring Station State MAC Frame, X'23'

This frame is sent by a ring station to the configuration report server to respond to
the latter’s Request Ring Station State frame.

Report Soft Error MAC Frame, X'29'
This frame is sent by a ring station to the ring error monitor functional address
when a soft error is detected and T(soft_error_report) has expired. This enables
the ring error monitor to maintain accurate error statistics.

To ensure that the ring error monitor has reliable error information, ring stations
use assured delivery (see page 5-26) to deliver this frame.

Report Transmit Forward MAC Frame, X'2A'
This frame is sent by a ring station to the configuration report server functional
address when it receives and forwards a Transmit Forward MAC frame.

Request Initialization MAC Frame, X'20'
This frame is sent by a ring station to the ring parameter server (functional address
X'C000 0000 0002'). This is to inform the latter that the ring station has attached
to the ring and will accept modified parameters from either the ring parameter
server or the configuration report server.

Request Ring Station Address MAC Frame, X'OE'

This frame is sent by the configuration report server to a ring station to request the
ring station’s address information.

Request Ring Station Attachments MAC Frame, X'10'

This frame is sent by the configuration report server to a ring station to request
information regarding the product in which the ring station resides.

Request Ring Station State MAC Frame, X'OF'

This frame is sent by the configuration report server to a ring station to request the
state of the ring station’s adapter.

Response MAC Frame, X'00'
This frame is sent from one ring station to another to acknowledge receipt of
response MAC frames (see Table 5-1 on page 5-8), or to report a syntax error in, a
MAC frame received with a ring station destination class (class 0).

e |f the destination address field of the frame that contains the error is an all-
station address, then the first ring station that sets the A and C bits on reports
the error.

¢ [f the DA field of the frame that contains the error is not a an all-station
address, then any ring station that detects the error sends a report.
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Ring Purge MAC Frame, X'04'

This frame is sent by the active monitor to all other ring stations on the same ring if
one of the following conditions occurs:

* The token-claiming process is completed.

¢ A token error is detected. A token error is either a lost frame or token, a circu-
lating frame, or a circulating priority token.

Standby Monitor Present MAC Frame, X'06'
This frame is sent by a standby monitor to all ring stations on the same ring
(X'C000 FFFF FFFF') when it receives an Active Monitor Present or Standby
Monitor Present MAC frame with A=C=0.

Standby monitors use T(receive_notification) to measure the time since they last
recognized an Active Monitor Present MAC frame. The ring station waits to copy
an Active Monitor Present or Standby Monitor Present MAC frame in which
A=C=0. When this occurs, the ring station assumes that the frame is from its
NAUN, and it uses the source address from the frame as its new NAUN address.
The ring station starts its T(notification_response) and when it expires, queues a
Standby Monitor Present frame to be used by the next downstream ring station.

The information field of this MAC frame contains:

e X'0012 0006' (the Standby Monitor Present major vector)

e X'0802 xxxx xxxx xxxx' (the NAUN subvector, with length=8, type =2, and the
NAUN'’s individual address)

e X'060B xxxx xxxx' (the Physical Location subvector, with length=6, type =B,
and the assigned physical location of the standby monitor.)

Transmit Forward MAC Frame, X'09'
This frame is sent by the LAN manager to a ring station to cause the ring station to
construct a frame for transmission from the data contained in the information field.
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MAC Frame Subvectors Specification Table

Table 5-2 lists all the MAC frame subvectors in numeric order by type value. The
table shows a list of valid values or an explanation of the value field. The length
shown includes the subvector type, length, and value fields.

Table 5-2 (Page 1 of 2). MAC Frame Subvectors Specification Table

Type Length Subvector Name Value Field’
X'01' X'04° Beacon Type Gives the reason for beaconing:
X'0001' — Recovery mode set
X'0002' — Signal loss error
X'0003' — Streaming signal not Claim Token MAC frame
X'0004' — Streaming signal, Ciaim Token MAC frame

X'o02' X'08' NAUN Indicates the individual address of the sending ring station’s nearest active
upstream neighbor (NAUN). If the value is all zeros, the NAUN is unknown.

X'03' X'04' Local Ring Indicates the local ring number of the sending ring station.

Number

X'04' X'06' Assign Physical Indicates the physical location of the target ring station. This field must be manually
Location entered and updated.

X'05' X'04' Soft Error Report Indicates the time-out value (in units of 10 milliseconds) for the ring station’s
Timer Vaiue T(soft_error_report) timer. soft-error report timer (see “Soft Error Report Timer

Value, X'05'” on page 5-23).

X'06' X'04' Enabled Function Indicates the functional classes that the node is enabled to transmit (see “Enabled
Classes Function Classes, X'06'" on page 5-17).

X'07! X'04' Allowed Access The low-order 2 bits indicate the maximum token priority with which the attached
Priority node is authorized to transmit. The high-order 14 bits are ignored.

X'0000' — Unauthorized Mode
Not X'0000' — Authorized Mode

X'09' X'04' Correlator Used by the sending ring station to relate requests and responses.

X'0A' X'08' Address of Last Indicates the source address of the last Active Monitor Present or Standby Monitor
Neighbor Notifi- Present MAC frames received by the active monitor before the notification cycle
cation fails.

X'0B' X'06' Physicai Location It reports the assigned physical location of the sending ring station. This value is

available only if manually assigned.

X'20" X'06' Response Code Indicates whether or not a frame was received and handled correctly. The first 2
bytes specify the response code. The second 2 bytes contain source class, destina-
tion class, and major vector ID of the triggering MAC frame. For a list of response
codes, see “Response Code, X'20'” on page 5-22.

X'21! X'04' Reserved Used in the Request Initialization and Report Ring Station Address MAC frames. The
value of this subvector is X'0000"'.

X'22' X'14! Product Instance Provides sufficient data to identify the hardware product instance of the attached

ID product. For a list of values, see “Product Instance ID, X'22'” on page 5-21.

X'23' X'0C' Ring Station Contains the sending ring station's microcode level specified in EBCDIC.
Microcode Level Bytes 0-3 — Feature Code

Bytes 4-9 — EC Level
X'26' vari- Wrap Data Used in the Lobe Test MAC frame.
able
X'ar vari- Frame Forward Consists of the access control and frame control fields, the destination and source
able addresses, and the routing information (optional) and information fields of the frame
to be forwarded. The value field, if present, must be a Transmit Forward MAC frame.

X'28' X'06' Station Identifier Uniquely identifies the station. It is used in the Report Ring Station State MAC frame.

X'29' X'08' Ring Station Indicates the current state of the sending ring station’s microcode. Its contents are
Status Subvector implementation dependent.

X'2A" X'04' Transmit Status Indicates the strip status of a transmitted frame. It is used in the Report Transmit
Code Forward MAC frame.

X'2B' X'06' Group Address Indicates the low-order 4 bytes of the group address reéognized by this ring station.

Chapter 5. MAC Frames

5-15



Tabie 5-2 (Page 2 of 2). MAC Frame Subvectors Specification Table

Type Length Subvector Name Value Field”
Xr2c! X'06' ‘Functional Indicates the funcﬁonal addresses recognized by this ring station.
‘ Address

X'2D! X'08' Isolating Error Indicates the number of each type of error detected since the last soft error report

‘ Counts ) (see ‘flsolating Error Counts, X'2D'" on page 5-19). ’
X'2E' X'08! Non-Isolating indicates the number.of each type of soft error detected since the last soft error

: Error Counts report (see “Non-Isolating Error Counts, X'2E'” on page 5-20).

X'30' X'04' Error Code Used in the Report Active Monitor MAC frame. It has the following code points:

X'0001' — Monitor error
X'0002' — Duplicate monitor
X'0003' — Duplicate address
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List of Subvectors

The 23 subvectors are described in the following sections, along with their respec-
tive subvector values.

Address of Last Neighbor Notlflcatlon X'0A'
This subvector has a value field 6 bytes long and is used in the Report Nelghbor
Notification Incomplete MAC frame. It indicates the source address of the last
Active Monitor Present or Standby Monitor Present MAC frame received by the
active monitor before the notification cycle fails.

Allowed Access Priority, X'07'
This subvector has a value field 2 bytes long and is used in the Change Parameters
and the Report Ring Station Attachments MAC frames. The higher-order 14 bits
are ignored, while the lower-order 2 bits indicate the maximum token priority with
which the attached node is authorized to transmit.

Assign Physucal Location, X'04"
This subvector has a value field 4 bytes long and is used in both Change Param-
eter-and Initialize Ring Station MAC frames. It assigns the physical location of the
target ring station. The Physical Location field must be manually entered and
updated.

Beacon Type, X'01'
This subvector has a value field 2 bytes long and is used in the Beacon MAC
frame. It gives the reason for the beaconing:

X'0001' — Recovery mode set

X'0002' — Signal loss error

X'0003' — Streaming signal not Claim Token MAC frame

X'0004' — Streaming signal, Claim Token MAC frame or intermediate
detection of hard error.

Correlator, X'09' | , B
This subvector has a value field 2 bytes long and is used by the sending ring
station to relate requests and responses. It is used in the following MAC frames:

Response

Change Parameters

Initialize Ring Station

Request Ring Station Address, State, and Attachments
Report Ring Station Address, State, and Attachments.

® o 0.0 o

This subvector can be used in any major vector.

Enabled Function Classes, X 06’
This subvector has a value field 2 bytes long and is used in the Change Parameters
and Report Ring Station Attachments MAC frames. It indicates the functional
classes that the node is enabled to transmit. The valid range is X'0000' to
X'FFFF' with each bit (0 to 15) corresponding to a function class. Bit values of
B'1' indicate the function class is enabled. Ring station (class 0) and ring param-
eter server (class 5) cannot be enabled; DLC.LAN.MGR (class 1) and configuration
report server (class 4) cannot be disabled.
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Error Code, X'30'
This subvector has a value field 2 bytes long and is used in the Report Active
Monitor Error MAC frame. It has the following code points:

e X'0001' — Monitor error, used when the active monitor receives a Claim Token
MAC frame, indicating that another ring station detected a ring protocol error.

e X'0002' — Duplicate monitor, used when the active monitor receives a Ring
Purge or Active Monitor Present MAC frame that it did not transmit, indicating
the presence of another active monitor.

¢ X'0003' — Duplicate address, used when a ring station in Claim Token
Transmit mode receives a Claim Token MAC frame in which the source
address equals the ring station’s individual address but the NAUN is different
from the ring station’s NAUN. This indicates that another ring station on the
ring has the same individual address.

Frame Forward, X'27' _
The length of this subvector is a product implementation choice. It is used in the
Transmit Forward MAC frame. This subvector consists of the access control and
frame control fields, the destination and source addresses, and the routing infor-
mation {optional) and information fields of the frame to be forwarded. The vaiue
field of this subvector, if present, must contain a Transmit Forward MAC frame.

Functional Address, X'2C'
This subvector has a value field 4 bytes long and is used in the Report Ring Station
Address and Report Ring Station Attachments MAC frames. It indicates the func-
tional addresses recognized by this ring station (see “Functional Addresses” on
page 3-10).

Group Address, X'2B'
This subvector has a value field 4 bytes long and is used in the Report Ring Station
Address MAC frame. It indicates the lower-order 4 bytes of the group address
recognized by this ring station.
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Isolating Error Counts, X'2D'
This subvector has a value field 6 bytes long and is used in the Report Soft Error
MAC frame. It indicates the number of each type of error detected since the last
soft error report.

Byte 0 — line error

This counter is incremented when a frame or token is repeated by the ring
station, the error-detected bit of the ending delimiter is setto B'0', and the
ring station detects:

— A code violation between the starting and ending delimiters of the frame or
token

— A Frame Check Sequence error (only in a frame).

The first ring station that detects a line error increments its Line-Error counter
and sets the error-detected bit to B'1' in the ending delimiter of the frame; this
prevents other ring stations from logging the error, and isolates the source of
the line error to the proper fault domain.

Byte 1 — internal error

This counter is incremented when a ring station recognizes a recoverable
internal error. This can be used for detecting a ring station in marginal oper-
ating condition.

Byte 2 — burst error

This counter is incremented when a ring station detects the absence of transi-
tions for 5 half-bit times (burst-five error). Note that the first ring station to
detect a burst-four condition (4 half-bit times without transitions) transmits
idles on the fifth half-bit time.

Byte 3 — A/C error

A ring station receives an Active Monitor Present or Standby Monitor Present
MAC frame with AC=B'00", and then receives a Standby Monitor Present
MAC frame with AC=B'00"' without first receiving an Active Monitor Present
MAC frame.

Byte 4 — abort delimiter transmitted

This counter is incremented when a ring station transmits an abort delimiter
(see “Tokens, Frames, and Abort Delimiters” on page 3-12).

Byte 5 — reserved.

Local Ring Number, X'03'

This subvector has a value field 2 bytes long and is used in the initialize Ring
Station MAC frame. It indicates the local ring number of the sending ring station.

NAUN, X'02'

This subvector has a value field 6 bytes long and is used in the following MAC
frames:

Beacon

Claim Token

Report Active Monitor Error
Report NAUN Change
Report New Active Monitor
Report Ring Station Address
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Report Soft Error

Active Monitor Present
Standby Monitor Present
Ring Purge

Request Initialization.

It indicates the individual address of the sending ring station’s nearest active
upstream neighbor (NAUN).

If the value is all zeros, the ring station’s NAUN is unknown (for example, ring
station entering token-claiming because it is the first station on the ring).

Non-Isolating Error Counts, X'2E'
This subvector has a value field 6 bytes long and is used in the Report Soft Error
MAC frame. It indicates the number of each type of error detected since the last
soft error report.

5-20 Token-Ring Network:

Byte 0 — lost frame error

This counter is incremented when a ring station is transmitting and its
T(physical_trailer) timer expires.

This counts how often frames transmitted by a particular ring station fail to
return to it (and thus the active monitor must issue a new token).

Byte 1 — receiver congestion

This counter is incremented when a ring station is receiving/repeating a frame
and recognizes a frame addressed to it, but has no buffer space available for
the frame.

Byte 2 — frame-copied error

This counter is incremented when a ring station detects an on-ring frame with
its individual address, but with A=C=B"'1", indicating a possible duplicate
address.

Byte 3 — frequency error
This counter is incremented when a ring station detects a frequency error.
Byte 4 — token error

This counter is incremented when an active monitor recognizes an error condi-
tion resulting in the need to transmit a token. This occurs when the active
monitor function recognizes any of the following:

— The monitor bit of a priority token has been set to B'1' (circulating priority
token)

— A frame has its monitor bit setto B'1' (circulating frame)
— T(any_token) expires (lost frame or token).

Byte 5 — reserved.
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Physical Location, X'0B'
This subvector has a value field 4 bytes long; it reports the assigned physical
location of the sending ring station. It is used in the following MAC frames:

Beacon

Claim Token

Ring Purge

Active Monitor Present
Standby Monitor Present
Report Ring Station Address
Report New Active Monitor
Report NAUN Change
Report Active Monitor Error
Report Soft Error.

This value is available only if manually assigned.

Product Instance ID, X'22'

This subvector is a maximum of 18 bytes long. It is used in the following MAC
frames:

[

Request Initialization
Report Ring Station Attachments
Report New Active Monitor.

The contents of this subvector are passed to the ring station by the attached
product when the ring station is initialized. The contents must be supplied at
initialization in order to be meaningful. It provides sufficient data to identify
uniquely the hardware product instance of the attached product.

Byte O

— bits 0-3 Reserved
— bits 4-7 Product classification:
X'1' IBM hardware
X'3' IBM or non-IBM hardware
X'4' IBM software
X'9' Non-IBM hardware
X'C' Non-IBM software
X'E' IBM or non-IBM software.

Byte 1 — Format type:

— X'10': Product instance is identified by a serial number (that is, IBM plant
of manufacture and sequence number) unique by machine type.

—  X'11': Product instance is identified by a serial number unique by
machine type and model number.

— X'12': Product instance is identified by a serial number unique by
machine type (as in Format X'10' above). This format provides the model
number not to identify a product instance uniquely, but for additional infor-
mation only.

Byte 2-5 — Machine type: four numeric EBCDIC characters.

Byte 6-8 — Machine model number: three upper-case alphanumeric EBCDIC
characters for format types X'11' and X'12'; these bytes are reserved by IBM
for future use in format type X'10'.
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Reserved, X'21"'

Byte 9-10 — Serial number modifier — IBM plant of manufacture: two numeric
EBCDIC characters.

Byte 11-17 — Sequence number: seven upper-case alphanumeric EBCDIC
characters, right-justified, with EBCDIC zeros (X'F0"') fill on the left.

This subvector has a value fieid 2 bytes long and is used in the following MAC
frames:

Request Initialization
Report Ring Station Address.

The value of this subvector is X'0000"'.

Response Code, X'20'
This subvector has a value field 4 bytes long and is used in the Response MAC
frame. It consists of a 2-byte response code followed by another 2 bytes containing
the source class, destination class, and the MVID in the received MAC frame that
caused the ring station to send the Response MAC frame.

Following are the code points:

5-22 Token-Ring Network:

X'0001' — Positive acknowledgment. The MAC frame was accepted by the
ring station.

X'8001' — Missing major vector. MVID is missing from the MAC frame.

X'8002' — Major vector length error. Major vector length does not agree with
the length of the frame or a subvector was found that did not fit within the
major vector.

X'8003' — Unrecognized MVID. The major vector ID is not recognized by the
ring station.

X'8004' — Inappropriate source class. The source class is not valid for the
MVID.

X'8005' — Subvector length error. Subvector length is less than 2, does not
agree with the actual length, or exceeds the maximum allowed length.

X'8006' — Transmit Forward invalid. The subvector in Transmit Forward MAC
frame is not the Frame Forward subvector, or a parsing error was detected in a
Transmit Forward MAC frame.

X'8007' — Missing required subvector. A subvector required to process the
MAC frame is not in the MAC frame.

X'8008' — Unrecognized required subvector. A subvector that is marked
required is not known by the ring station.

X'8009' — MAC frame exceeds the receiving buffer size. MAC frame exceeds
the expected maximum length.

X'800A' — Function requested was disabled: for example, a specific MAC
frame is received while the function is disabled.
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Ring Station Microcode Level, X'23'
This subvector has a value field 10 bytes long and is used in the Request Initializa-
tion and Report Ring Station State MAC frames. It contains the sending ring
station’s microcode level, specified in EBCDIC.

Ring Station Status Subvector, X'29'
This subvector has a value field 6 bytes long and is used in the Report Ring Station
State MAC frame. The format of this subvector is implementation dependent.

Soft Error Report Timer Value, X'05"'
This subvector has a value field 2 bytes long and is used in the Change Parameters
and Initialize Ring Station MAC frames. It indicates the time-out value (in units of
10 milliseconds) for the ring station’s T(soft_error_report) timer, which is described
in Appendix A, “Token-Protoco! Timers” on page A-1.

The value of this subvector indicates the value of the timer in 10-millisecond incre-
ments. The default value of 2 seconds is established if:

¢ The ring parameter server is not present.
¢ This subvector is missing from the Change Parameters or Initialize Ring
Station MAC frames.

Some example values are: X'000D' — maximum time delay (65,537 x 10 millisec-
onds), X'0001' — minimum time delay (1 x 10 milliseconds), and X'FFFF' —
(65,536 x 10 milliseconds).

Station Identifier, X'28"'

This subvector has a value field 6 bytes long and is used in the Report Ring Station
State MAC frame. It uniquely identifies the station.

Transmit Status Code, X'2A'

This subvector is a 2-byte field indicating the strip status of a transmitted frame. It
is used in the Report Transmit Forward MAC frame.

Wrap Data, X'26"
This subvector, with a length of 1500 bytes, is used in the Lobe Test MAC frame.
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MAC Frame Characterisiics

The following sections describe some special characteristics of MAC frames,
including the use of express buffering, frames that can and cannot leave the source
ring, frames that shouid not be sent to all stations, and the use of assured delivery.

Express Buffer and Other Frame Control Field Values
When a ring station receives a MAC frame, it examines the frame control field. If
the frame cannot be copied, the ring station takes no action. If the frame can be
copied, the ring station takes the action indicated beiow:

Any MAC frame that is marked express buffer must be processed by the MAC layer
only. A frame intended for any other use causes the received MAC frame to be
discarded with no action taken by the MAC layer.

Any MAC frame transmitted as express buffer must not also use the Assured
Delivery transmit function since these two functions are mutually exclusive.

e if the control bits equal X'Q', then the MAC frame is normal-buffered.
The following MAC frames are normal-buffered:

— Lobe Test

— Report Active Monitor Error

— Report NAUN Change

— Report New Active Monitor

— Report Neighbor Notification Incomplete
— Report Ring Station Address

— Report Ring Station State

— Report Ring Station Attachments
~ Report Soft Error

— Report Transmit Forward

— Request Initialization

— Request Ring Station Address

— Regquest Ring Station State

— Request Ring Station Attachments
— Response

— Change Parameters

— Initialize Ring Station

— Transmit Forward.

* If the control bits are greater than or equal to X'1', then the MAC frame is
express-buffered.

When a ring station’s normal receive buifers are full, the ring station cannot
copy subsequent frames unless some action is taken. Since certain MAC
frames must be delivered immediately, these MAC frames require express buf-
fering.

A ring station’s express buffers are used to copy express-buffered MAC frames
when the ring station’s normal receive buffers are full. When the express
buffer is being used, non-express buffered frames are recognized but not
copied. Express buffering therefore improves a ring station’s chance to copy
those MAC frames immediately.
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The MAC frames that can be express-buffered are:

— Beacon

— Claim Token

— Ring Purge

— Active Monitor Present
— Standby Monitor Present
— Duplicate Address Test
— Remove Ring Station.

The ring station’s routing function, which determines whether a frame is to be
processed by the ring station or forwarded to higher layers, processes frames
in the order they arrive at the ring station, regardless of whether they were
copied by the normal receive buffers or by the express buffers.

MAC Frames That Should Not Leave the Source Ring
MAC frames that should not have a routing information field should not leave the
originating ring station’s ring. These MAC frames are:

¢ Active Monitor Present

¢ Beacon

¢ (Claim Token

¢ Duplicate Address Test

Lobe Test

Remove Ring Station

Report Active Monitor Error
Report NAUN Change

Report New Active Monitor
Report Neighbor Notification Incomplete
Report Soft Error

Report Transmit Forward

¢ Report Ring Station Address

¢ Report Ring Station State

¢ Report Ring Station Attachments
* Request Ring Station Address

¢ Request Ring Station State

¢ Request Ring Station Attachments
¢ Request Initialization

* Response

* Ring Purge

¢ Change Parameters

¢ Initialize Ring Station

¢ Standby Monitor Present.

MAC Frames That Cannot be Sent to All Stations
The use of the all-stations address (either X'FFFF FFFF FFFF' or X'C000 FFFF
FFFF') in any frame causes all ring stations on the intended ring or rings to receive
the frame. (Whether the frame leaves the transmitter’s ring depends on the con-
tents of the routing information field, not on the contents of the address field.) The
nature of certain MAC frames is such that sending them to all ring stations could
seriously disrupt ring operation or degrade ring performance. The following MAC
frames are of this nature, and cannot be sent with an all-stations address:

¢ Remove Ring Station
* Response.
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Assured Delivery
' The LLC sub-layer can use sequence numbers, acknowiedgments, time-outs, and
retransmissions to assure reliable, sequential delivery of LLC frames. However,
the MAC sub-layer does not use these procedures. To assure the delivery of a
MAC frame (on-ring only), the originating ring station can retransmit the frame if it
appears that the target of the frame either failed to copy it or dld not recognize it
because of an error. :

The originating ring station can determine that delivery has failed by examining the
address-recognized (A) and frame-copied (C) bits of the transmitted frame’s frame
status field, and by the error-detected (E) bit of its ending delimiter. The ring
station retransmits the frame if either of the following conditions is met:

¢ Both A bits.arev setto B'1' and both C bits are set to B'0’, indicating that the
target ring station recognized its address but did not copy the frame. This
could.occur if there is congestion at the target ring station.

* Both A and both C bits are setto B'0", and the E bit is setto B'1", indicating
that an error was detected on the ring and the target ring station did not recog-
nize its address or copy the frame.

¢ Transmit status indicates that the frame was not transmitted due to a corrupted
token.

The ring station éontihues to retransmit the frame until either a threshold is
reached, or until both A and both C bits are setto B'1' and the E bitis settoB'0’.

The origmatmg ring station uses assured delivery with the Report NAUN Change
and Report Soft Error MAC frames.

Note: Express delivery and assured dehvery are mutually exclusive.

" The A and C bits can only be used to determine that delivery has failed for
frames that stay on the original ring. The A and C bits will be set if the
frame was copied and forwarded to another ring by a bridge. In this case
the originating station cannot determine if the destination station actually
copied the frame by examining the A and C bits.
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MAC Frame Response

A ring station parsing a MAC frame checks for a variety of errors. These errors
are identified in “Response Code, X'20'” on page 5-22.

MAC Activation and Deactivation

The MAG sub-layer is activated when the DLC.LAN.MGR successfully executes the
REQUEST_MAC_CONTROL primitive with the INSERT control_action. (In this refer-
ence, a primitive is an abstract, implementation-independent interaction between a
user of a service and the provider of the service.) The MAC sub-layer uses what-
ever values it has at the time for its operational values. If no
REQUEST_MAC_CONFIGURE has been previously executed, and the
individual_MAC_address does not have a default hardware value, then the
REQUEST_MAC_CONTROL will fail.

To specify group_MAGC_addresses and other ring station characteristics, the
normal activation sequence is:

—» REQUEST_MAC_CONFIGURE
<— CONFIRM_MAC_CONFIGURE
—» REQUEST_MAC_CONTROL
<— CONFIRM_MAC_CONTROL

DLC.LAN.MGR can deactivate the MAC sub-layer using a
REQUEST_MAC_CONTROL with the MASTER_RESET control_action. The normal
deactivation sequence is:

— REQUEST_MAC_CONTROL
<— CONFIRM_MAC_CONTROL

Figure 5-7 on page 5-28 illustrates the MAC activation procedure.
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Figure 5-7. SNA Port Activation Flow for DLC.LAN Component

The following legend explains the symbols in Figure 5-7:

ap = access channel parameters

¢ = control action (for exampie, insert)

dp = DLC.LAN.MGR parameters for port activation
mp = MAC parameters

p = port address

pp = port parameters

The following notes are keyed to Figure 5-7.

1. Receiving an activate_port record from the Physical Unit causes DLC.LAN.MGR
to initialize the medium access control component and to activate the physical
port.

DLC.LAN.MGR initializes the medium access control by sending a
request_MAC_configure record containing parameters (group MAC addresses
to recognize, a functional address mask, a participant option, and so on) to the
medium access control. When initialization is complete, the MAC sub-layer
informs DLC.LAN.MGR by sending a confirm_MAC_configure record.

2. Following initialization of the medium access control, DLC.LAN.MGR activates
the port by sending a request_ MAC_control record to the medium access
control. This record requests that the ring station be attached to the ring.
DLC.LAN.MGR is informed of the success or failure of the procedure by a
confirm_MAC_control record.

After activating the port, DLC.LAN.MGR passes the port activation results to
the Physical Unit in a port_activated record.
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Chapter 6. MAC-to-LLC Services

This chapter specifies the services provided by the MAC sub-iayer to the LLC sub-
layer, via the access channel. These services allow the local LLC sub-layer to
exchange LLC data units with peer LLC sub-layers.

The following primitives enable the access channel to request service from the
MAC sub-layer:

¢ SEND_AC_DATA
¢ RECEIVE_AC_DATA
¢ CONFIRM_AC_DATA.

Each service names the particular primitive and the information passed between
the access channel and MAC sub-layer.
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SEND_AC_DATA

This primitive defines the transfer of a MAC service data unit from the local LLC
sub-layer to one or more peer LLC sub-layers.

Semantics of the Service Primitive

When Generated

Effect on Receipt

SEND_AC_DATA (
frame_control_field,
destination_address,
routing_information,
MSDU,
requested_service_class

)

The frame_control_field parameter specifies the value for the frame control field
(see “Frame Control Field” on page 2-3). This parameter has the following
characteristics:

e BitOissettoB'0' and bit 1issettoB'1'.
e Bits 2 through 7 are each setto B'0'.

The destination_address parameter specifies either an individual or a group MAC
address. It contains sufficient information to create the destination address field
that is appended to the frame by the local MAC sub-layer.

The routing_information parameter specifies the frame routing information.

The MSDU parameter specifies the MAC service data unit (MSDU) to be trans-
mitted by the MAC sub-layer. This parameter contains sufficient information for
the MAC sub-layer to determine the length of the data unit.

The requested_service_class parameter specifies the priority desired for the data
unit transfer. This priority has a value between B'000' and B*011".

This primitive is generated by the access channel whenever data must be trans-
ferred to a peer access channel. This can be in response to a request from higher
layers of protocol, or from data generated internally to the LLC sub-layer.

Receipt of this primitive causes the MAC sub-layer to append all MAC-specific
fields, and to pass the properly formed frame to the lower layers of protocol for
transfer to one or more MAC sub-layers.
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RECEIVE_AC_DATA

This primitive defines the transfer of data from the MAC sub-layer to one or more
LLC sub-layers.

Semantics of the Service Primitive
RECEIVE_AC_DATA (

frame_control_field,
destination_address,
source_address,
routing_information,
MSDU,
reception_status

)
The frame_control_fieid parameter is the frame control field received.

The destination_address parameter may be either an individual or a group MAC
address, as specified by the destination address of the received frame.

The source_address parameter must be an individual address, as spec:fled by the
source address of the received frame.

The routing_information parameter specmes the routing information contained in
the received frame.

The MSDU parameter specifies the MAC service data unit, as recelved by the local
MAC sub-layer. v

The reception_status parameter indicates the success or failure of the received
frame. It consists of the following elements:

s frame_status: FR_GOOD
e E_value: B'0',B"'1’ \
e A_& C_value: B'00',B'01',B'10', B'11".

When Generated
The RECEIVE_AC_DATA primitive is generated by the MAC sub-layer to one or
more LLC sub-layers to indicate the arrival of a frame at the local MAC sub-layer.
The MAC information field is reported only if either the frame is validly formed and
received without error, and their destination address designates the local MAC
sub-layer or their source address designates the local MAC sub-layer if the ring
station was so initialized (see the primitive “REQUEST_MAGC_ CONFIGURE” on
page 4- 11)

Effect on Receipt

The effect of this primitive on the access channel depends upon the validity and
content of the frame.
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Additional Comments . B
If the local MAC sub-layer is designated by the destination_address parameter of a
SEND_AC_DATA primitive, the RECEIVE_AC_DATA primitive is also invoked by the
MAC sub-layer to the local LLC sub-layer. This duplex characteristic of the MAC
sub-layer may be due to unique function capabilities within the MAC sub-layer or to
duplex characteristics of the lower layers. For example, all frames transmitted to
the broadcast address invoke RECEIVE_AC_DATA primitives at all ring stations in
the network inciuding the ring station that generated the SEND_AC_ DATA.
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CONFIRM _AC_DATA

This prlmltlve responds to SEND_AC_DATA, signaling success or failure.

Semantics of the Service Primitive
CONFIRM_AC_DATA (
transmission_status,
provided_service_class

)

The transmission_status parameter passes status information back to the local
requesting access channel. It indicates the success or failure of the associated
SEND_AC_DATA. If success is indicated, this parameter has the following value:

* PDU_ACCEPTED

The failure reason codes indicate an error that causes the MAC sub-layer to fail to
queue the frame er transmission. If failure is indicated, this parameter has one of
the following values:

¢ MAC_NOT_ACTIVATED
* INVALID_FRAME_CONTROL_FIELD_VALUE
— Bitvalues not allowed
¢ INVALID_DESTINATION_ADDRESS
— Less than the minimum allowed length
— Greater than the maximum allowed length
* INVALID_ROUTING_INFORMATION
—  Less than the minimum allowed length
— Greater than the maximum allowed Iength
— Improperly formed
* |NVALID_MSDU
— Greater than the maximum allowed length
* INVALID_REQUESTED_SERVICE_CLASS
~ Priority value not allowed.

The provided_service_class parameter specifies the service class that was pro-
vided for the data unit transfer if the transmission__ status parameter indicates
success.

When Generated

~ This primitive is generated by the MAC sub-layer in response to a SEND_AC_DATA
primitive from the local access channel.

Effect on Receipt
o ' The effect of this primitive on the access channel is unspecified.

Addltlonal Comments
It is'assumed that sufficient information is available to the LLC sub-layer to asso-
ciate the response with the appropnate request For example, the association may
be implied by the order of the responses, because the MAC sub-layer requires that
the requests be serviced in a first-in, first-out manner. This does not preclude
MAC from buffering more than one data unit for transmission.
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Chapter 7. Finite State Machines

This section contains a number of finite state machines (FSMs) that describe the
operation of the IBM Token-Ring Network in an explicit manner. These FSMs illus-
trate the relationships between the normal token protocols (see “MAC Sub-Layer
Operating Modes” on page 3-13) and the MAC recovery protocols used by the IBM
Token-Ring Network to recover from error conditions. The diagram below illus-
trates these relationships:

From Ring To Ring

Receive p———| TOKEN |r———l Frame
FSM r— FSM r— Transmit
=3 FSM

Attachment FSM

Monitor Functions -

Y vy

MAC Recovery FSM

Access
Channel
Control

Figure 7-1. Finite State Machine Relationships

The Receiving FSM examines line input for frames to be received or stripped,
errors in passing frames, delimiters, or non-standard bit patterns. It is responsible
for setting the error-detected bit in the ending delimiter of passing frames, and for
routing frames to the Station Attachment, Monitor Functions, and MAC Recovery
FSMs. These FSMs handie received MAC and LLC frames, and can originate
frames in response, or for ring recovery.

The Token Transmission FSM issues tokens; the Frame Transmission FSM uses
them, if they originated in another ring station, to transmit pending frames.
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Guide to Reading Finite State Machines

This guide is to help you understand the Routing Logic and Output code in the
sections that follow.

The first section of each FSM (Function, Input, and Descriptions of States)
describes the function being defined by the FSM, the inputs required, and the
states within the machine.

The second section of the FSM (the INPUTS table) shows the states and the inputs
that cause state transitions to occur.

A ring station acts according to the inputs received. “Routing Logic for the Finite
State Machine” on page 7-3 describes the FSMs to be called, and the order in
which to call them, given a particular input. After processing the input, a called
FSM remembers the state it was in and returns control to “Routing Logic for the
Finite State Machine.”

“FSM_MONITOR_FUNCTIONS" refers to the Monitor Functions finite-state machine.
“If the state of FSM_MONITOR_FUNCTIONS = ACTIVE then” means that if the
station is currently in the ACTIVE state (see the particular FSM for different pos-
sible states) in the Monitor Functions finite-state machine, then do what the fol-
lowing statements specify. Variables, FSM names, and states are in all capital
letters and words are separated by “_".

When a machine is in a particular state (the columns), the possible inputs (down
the left edge of the FSM) determine the potential transitions. The possible actions
performed (the rows) are as follows:

¢ ‘- means there is no state transition; no action occurs.

‘~(A)’ means there is no state transition; output action A occurs.
‘n(A)’ means there is a transition to state n; output action A occurs.
‘I’ defines an invalid condition.

The last section of the FSM (the OUTPUT CODE table) defines the output codes ref-
erenced in the INPUTS table.
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Routing Logic for the Finite State Machine

Function This logic describes what action to take for a given input, and in what order the particular
inputs should be called. The input is processed as described by this machine and then
control is returned to this machine.

Input The input consists of signais, recognized delimiters, and frames from the ring. Timer
expirations, counters, and flags are inputs internal to the ring station. Descriptions of the
flags and counters follow:

ACTIVE_MONITOR
This flag indicates whether the ring station is functioning as the active monitor for the
ring. If the ring station is the active monitor, this flag is setto B'1'.

ATTACHED
This flag indicates whether the ring station is attached to the ring. After attaching to the
ring (see “Station Attachment Finite State Machine” on page 7-21), this flag is setto B'1"'.

CTFRAMES

This counter, used during MAC recovery, is decremented when a ring station is in Claim
Token Transmit mode and receives its Claim Token MAC frame. When this counter
reaches B'0', the token-claiming process is complete, and this ring station is the new
active monitor.

DFC

The Duplicate Address Test Frame Counter (DFC) is used during attachment to the ring; it
is initialized to DFC=n>B'1'. When a Duplicate Address Test frame is stripped with
AC#B'00', DFC is decremented and another Duplicate Address Test frame is queued. If
DFC reaches B'0', the address is assumed to be a duplicate.

MB

This flag, used during MAC recovery, indicates whether this ring station should be setting
the monitor bit in received Beacon MAC frames. The ring station sets this flagto B'1"'
(enabling the setting of these bits) after receiving a specified number (M_BIT count) of
Beacon MAC frames from its NAUN.

M_BIT

This counter, used during MAC recovery, is decremented when a ring station receives a
Beacon MAC frame from its NAUN. When this counter reaches B'0', the ring station acti-
vates the function to set the monitor bit in repeated Beacon MAC frames. If a Beacon
MAC frame is received that this ring station’s NAUN did not transmit, this counter is set to
its threshold value.

NADN
Nearest active downstream neighbor.

NDFC

The Non-Duplicate Address Frame Counter (NDFC) is used during attachment to the ring;
it is initialized to NDFC=m>B'1'. When a Duplicate Address Test frame is stripped with
AC=B'00', NDFC is decremented and another Duplicate Address Test frame is queued.

If NDFC reaches B'0', the address is assumed to be unique.

NEIGHBOR_NOTIFICATION
This flag is set to indicate that an Active Monitor Present or a Standby Monitor Present
MAC frame was received with AC=B'00".
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NOPSC

The No Parameter Server Counter (NOPSC) is used during attachment to the ring; it is ini-
tialized to NOPSC=p>1. When a Request Parameters frame is stripped with AC=B'00"',
NOPSC is decremented and another Request Parameters frame is queued. I1f NOPSC
reaches B'0', no ring parameter server is present, the default values are used, and the
ring station participates in normal ring operation.

RCVBEACON

This counter is used during MAC recovery. A ring station decrements this counter when it
receives a Beacon MAC frame from its nearest active downstream neighbor (NADN).
When this counter reaches B'0', the ring station removes itself from the ring and tests the
functioning of its adapter.

REMOVE_TRANS
This flag is used to prevent a station transmitting beacon from removing twice during a
recovery sequence.

RING_RECOVERED
This flag is set by the MAC Recovery FSM to indicate that token-claiming has successfully
completed, and the ring station is a standby monitor.

RRTRYC

The Response Retry Counter (RRTRYC) is initialized to RRTRYC=q>B'1"'. If
T(response) expires, RRTRYC is decremented and another Request Parameters frame is
queued.

SELF_TEST_COMPLETE
This flag indicates that the ring station has completed the self-test. It does.not indicate
the success or failure of the test.

SELF_TEST_SUCCESSFUL
This flag indicates the resuit of the self-test. It is setto B'0' if the test was unsuccessful,
and to B'1' if successful.

SOFT_ERROR
This flag (when set to 1) indicates that a soft error has been detected and the soft-error
timer is running. In this case, the error is just logged.

SOFT_ERROR_COUNTERS
This indicator refers to the soft error counters described in “Isolating Error Counts,
X'2D'” on page 5-19 and “Non-Isolating Error Counts, X'2E'” on page 5-20.

STATION_WON_CLAIM_TOKEN
This flag indicates the station has won token-claiming and has been elected the active
monitor.
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Referenced Finite State Machines and Data Structures
MAC_FRAME_I-FIELD_PARSING
“MAC Frame Response” on page 5-27

FSM_MONITOR_FUNCTIONS
: “Monitor Functions Finite State Machine” on page 7-25

FSM_MAC_RECOVERY
“MAC Recovery Finite State Machine” on page 7-13

FSM_STATION_ATTACHMENT
: “Station Attachment Finite State Machine” on page 7-21

FSM_RECEIVING
“Receiving Finite State Machine” on page 7-19

FSM_TOKEN_TRANSMISSION
“Token Transmission Finite State Machine” on page 7-30

FSM_FRAME_TRANSMISSION
“Frame Transmission Finite State Machine” on page 7-32.
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Select Appropriate FSM Based on Input

The following routing logic is used to select the appropriate FSM, based on the
indicated input condition.

When ACTIVATE_MAC (DLC.LAN.MGR)
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).

When detect Signal Toss
If the state of FSM_STATION_ATTACHMENT # (DISC|RESET|INIT) then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
If the state of FSM_MONITOR_FUNCTIONS = (ACTIVE|STANDBY)
then
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
If the state of FSM_STATION_ATTACHMENT = INIT then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).

When (soft error detected) and (not SOFT_ERROR)
Start T(soft_error).
Set SOFT_ERROR.

When (recognize a starting delimiter)
Call FSM_RECEIVING
("Receiving Finite State Machine" on page 7-19).
If the state of FSM_MONITOR_FUNCTIONS = ACTIVE then
Restart T(any_token).

When (DA = STA) | (SA = STA) | (recognize an ending delimiter) |
(detect a CRC error) | (recognize an abort delimiter) |
(recognize a burst 4 error) | (recognize a burst 5 error) |
(recognize a code violation between the starting and ending delimiters)
Call FSM_RECEIVING ‘
("Receiving Finite State Machine" on page 7-19).

When repeating a frame or priority token
and the state of FSM_MONITOR_FUNCTIONS = ACTIVE
Call FSM_MONITOR _FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).

When token
If FSM_MONITOR_FUNCTIONS = STANDBY
Restart T(good token)
Call FSM_TOKEN_TRANSMISSION
("Token Transmission Finite State Machine" on page 7-30).
Call FSM_FRAME_TRANSMISSION
("Frame Transmission Finite State Machine” on page 7-32).
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When stripped frame
Call FSM_TOKEN_TRANSMISSION
("Token Transmission Finite State Machine" on page 7-30).
Call FSM_FRAME_TRANSMISSION
("Frame Transmission Finite State Machine" on page 7-32).
.If Duplicate Address Test MAC frame then
Call FSM_STATION ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
If (NDFC = B'0') | (DFC = B'@') then
Call FSM_STATION_ ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
If (ACTIVE_MONITOR)
| (NEIGHBOR _NOTIFICATION flag set to B'l') then
+ Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
If Request Initialization MAC frame then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
If NOPSC = B'0' then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).

When an LLC frame
Call FSM_TOKEN_TRANSMISSION
("Token Transmission Finite State Machine" on page 7-30).
Call FSM_FRAME_TRANSMISSION
("Frame Transmission Finite State Machine" on page 7-32).
Route the frame to the access channel.

When received MAC frame
Call FSM_TOKEN_TRANSMISSION
("Token Transmission Finite State Machine" on page 7-30).
Call FSM_FRAME_TRANSMISSION
("Frame Transmission Finite State Machine" on page 7-32).

When SELF _TEST_COMPLETE
If the state of FSM_STATION_ATTACHMENT = TEST then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
If not SELF_TEST_SUCCESSFUL then
Remain bypassed.
Notify DLC.LAN.MGR of self test failure.
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Select Appropriate FSM Based on Type of MAC Frame

The following routing logic is used to select the appropriate FSMs, in the correct
order, based on the indicated MAC frame.

When Beacon MAC frame
If not ATTACHED then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
If the state of FSM_MONITOR_FUNCTIONS <> (RESET) then
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).
If (Beacon is from this ring station's NADN) and (Beacon is not type 1) then
Decrement RCVBEACON counter.
If RCVBEACON counter = B'Q' then
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).
Else
Set RCVBEACON to its threshold value.
If (Beacon is from this ring station's NAUN) and
(Beacon is not type 1) then
Decrement M_BIT.
If M BIT <> @ then
Reset MB to 0.
Else
Set M_BIT to threshold.
Set MB to 1.
Set REMOVE_TRANS to 1.
Else
Reset MB to B'0O'.
Set M_BIT counter to its threshold value.

When Claim Token MAC frame

If the state of FSM_MONITOR_FUNCTIONS = (ACTIVE|STANDBY)
then

Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
If the state of FSM_MONITOR_FUNCTIONS # PURGE then
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).
If CTFRAMES = B'0' (*indicating token-claiming is complete*) then
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
If the state of FSM_STATION_ATTACHMENT = CLTK then
Set STATION_WON_CLAIM_TOKEN to 1
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
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When Active Monitor Present MAC frame
If the state of FSM_STATION_ATTACHMENT # (RESET|INIT) then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
If the state of FSM_MONITOR_FUNCTIONS = ACTIVE then
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
Else
Reset SINGLE_STATION flag
Restart T(receive_notification).
If AC=B'00' then
Get the NAUN from the frame.
If not ACTIVE_MONITOR then
Start T(notification_response).
If the NAUN differs from the stored NAUN then
Queue a Report NAUN Change MAC frame.
Store NAUN.

When Standby Monitor Present MAC frame
If the state of FSM_STATION_ATTACHMENT # RESET then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
If the state of FSM_MONITOR_FUNCTIONS = ACTIVE then
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
If AC=B'00' then
Reset SINGLE_STATION flag
Get the NAUN from the frame.
If not ACTIVE_MONITOR then
Start T(notification_response).
If the NAUN varies from the stored NAUN then
Queue Report NAUN Change MAC frame.
Store NAUN.

When Ring Purge MAC frame
If the state of FSM_STATION_ATTACHMENT = MCK then
Call FSM_STATION_ATTACHMENT
(“Station Attachment Finite State Machine" on page 7-21).
Else
If the state of FSM_MONITOR_FUNCTIONS = STANDBY then
Cancel T(notification_response).
If the state of FSM_MAC_RECOVERY = (CTX|CTR) then
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).
If RING_RECOVERED flag is set then
If the state of FSM_STATION_ATTACHMENT = CLTK then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
If FSM_MONITOR_FUNCTIONS = PURGE then
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
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When (Change Parameters) | (Initialize Ring Station) MAC frame
If (FSM_STATION_ATTACHMENT = INIT) and (SA = Specific Station Address)
then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
Set the appropriate parameters in the ring station.

When Remove Ring Station MAC frame
Remove ring station from the ring.
Notify DLC.LAN.MGR ring station was removed.

When Request Ring Station Address MAC frame
Queue a Report Ring Station Address MAC frame
using the routing information field of the request frame.

When Request Ring Station State MAC frame
Queue a Report Ring Station State MAC frame
using the routing information field of the request frame.

When Request Ring Station Attachments MAC frame
Queue a Report Ring Station Attachments MAC frame
using the routing information field of the request frame.
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Select Appropriate FSM Based on Expired Timer
The following routing logic is used to select the appropriate FSM, based on the
indicated expired timer.

When T(physical_trailer)
Call FSM_RECEIVING
{"Receiving Finite State Machine" on page 7-19).

When T(good_token) | T(receive_notification)
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).

When T(claim_token)
If the state of FSM_STATION_ATTACHMENT # (INIT|RESET) then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
Else
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).

When T(ring_purge)
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).
If ATTACHED then
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).
Else
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).

When T(escape) | T(beacon_transmit)
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).

When T(attach)
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
If the state of FSM_STATION_ATTACHMENT = CLTK then
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).

When T(response) expires
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
If RRTRYC = B'0Q' then
Call FSM_STATION_ATTACHMENT
("Station Attachment Finite State Machine" on page 7-21).
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When T(neighbor_notification) | T(any_token) expires
Call FSM_MONITOR_FUNCTIONS
("Monitor Functions Finite State Machine" on page 7-25).

When T(transmit_pacing) expires
Call FSM_MAC_RECOVERY
("MAC Recovery Finite State Machine" on page 7-13).

When T(notification_response) expires
Queue a Standby Monitor Present MAC frame.

When T(soft_error) expires
Queue Soft Error Report MAC frame.
Reset SOFT_ERROR.
Reset SOFT_ERROR_COUNTERS.
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MAC Recovery Finite State Machine

Function

Input

States

This FSM describes the actions of the MAC Recovery protocol. This FSM is active only
under extraordinary conditions, such as certain timer expirations and the reception of
recognized Beacon or Claim Token MAC frames. These frames are described in
Chapter 5, “MAC Frames” on page 5-1. See Figure 7-1 on page 7-1 for the relationship
of FSMs.

This FSM handles ring recovery and is called from the Routing Logic for FSMs for a partic-
ular input. Once the input is processed, the logic specifies other actions to take.

AM_FUNCTIONAL_ADDRESS

This flag indicates whether the ring station was the previous active monitor (AM) that
failed. If this flag is setto B'1', the ring station was the active monitor that failed; the ring
station is prevented from actively participating in token-claiming, and enters Claim Token
Repeat mode.

CTFRAMES_CNT

This counter is decremented when a ring station is in Claim Token Transmit and receives
its Claim Token MAC frame. When this counter reaches B'0’, the token-claiming process
is complete, and this ring station is the new active monitor.

FRAMES
These are the frames the ring station copied from the ring.

M_BIT

This counter is decremented when a ring station receives a Beacon MAC frame from its
NAUN. When this counter reaches B'Q', the ring station activates the function to set the
monitor bit in repeated Beacon MAC frames. If a Beacon MAC frame is received that this
ring station’s NAUN did not transmit, this counter is set to its threshold value.

RCVBEACON

A ring station decrements this counter when it receives a Beacon MAC frame from its
nearest active downstream neighbor (NADN). When this counter reaches B'0', the ring
station removes itself from the ring and tests the functioning of its adapter.

Note: Because only one item can be transmitted at a time, received information is not
repeated during token-claiming or Beacon Transmit. However, a ring station may incor-
porate information from a received frame into the frames it is queueing for transmission.

01 Reset (RESET)
This state indicates the FSM is not active. This state is used as an entry state to this FSM.

02 Claim Token Transmit (CTX)

The ring station has entered token-claiming, is transmitting Claim Token MAC frames, and
is waiting for a Claim Token MAC frame whose source address is greater than or equal to
the ring station’s individual address (SA > STA).

03 Claim Token Repeat (CTR)
The ring station has received a Claim Token frame with a higher source address and is
waiting for the token-claiming process to complete.

04 Beacon 2 Transmit (B2X) - Signal Loss
The ring station is transmitting type ‘2’ Beacon MAC frames and is awaiting the termi-
nation of the error condition.

05 Beacon 3 Transmit (B3X) - Streaming
The ring station is transmitting type ‘3’ Beacon MAC frames and is awaiting the termi-
nation of the error condition.
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06 Beacon 4 Transmit (B4X) - Intermediate Streaming
The ring station is transmitting type ‘4’ Beacon MAC frames and is awaiting the termi-
nation of the error condition. '

07 Beacon 1 Répeal (B1R)
The-ring station'is repeating type ‘1’ Beacon MAC frames.

08 Beacon n Repeat (BnR)
The ring station is repeating type ‘'n’ Beacon MAC frames, where n = 2, 3, or 4.
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INPUTS RESET | CTX CTR B2X B3X B4X B1R BnR
01 02 03 04 05 06 07 08

T(escape) expires / / / / / / 2(A) 2(A)
Detect signal losé 2(A) - 2(F) - 4(2) 4(2) 2(A1) 2(A1)
CTFRAMES & participant & ATTACHED & 2(A) - - - - - AN | 2(A1)
AM_FUNCTIONAL_ADDRESS=B'0"

(SA < STA)
CTFRAMES & (not participant/not ATTACHED 3(B) - - - - - 3(B1) 3(B1)
|AM_FUNCTIONAL_ADDRESS= B'1')

(SA < STA)
CTFRAMES M=B'0', NAUN = stored NAUN 3(C) -(J) -(R) -(R) -(R) -(R) - -

' (SA = STA)

CTFRAMES M=B'1' (SA = STA) 3(C) - -(R) -(R) -(R) -(R) - .
CTFRAMES, NAUNwstored NAUN 3(C) 3(K) -(R) -(R) -(R) -(R) - -

(SA = 8TA) v
CTFRAMES (SA > STA) 3(B) 3(L) - - - - 3(B1) 3(B1) »
Beacon type ‘1’ . (SA #STA) 7(D) 7(M) 7(i1) 7{V) 7(U) 7(V) -(E1) 7(Ei)
Beacon type 2 (SA # STA) 8(D) 8(M) 8(i1) 8(U) 8(U) 8{U) 8(E1) -(E1)
Beacon type '3’ (SA # STA) 8(D) 8(M) 8(11) - 8(U) 8(U) 8(E1) -(E1)
Beacon type ‘4’ (SA # STA) 8(D) 8(M) 8(11) - - 8(U) 8(E1) | -(E1)
Beacon, M=B'1", from NAUN 8(D) 8(M) 8(11) - - . 2(A1) 2(A1)
Beacon type ‘2, M=B'0' (SA = STA) 8(E) 8(N) 8(J1) 2(W) 2(W) 2(W) 8(F1) -(F1)
Beacon type ‘3’, M=B'0' (SA = STA) 8(E) 8(N) 8(J1) 2(W) 2(W) 2(w) 8(F1) -(F1)
Beacon type ‘4, M= B'0' (SA = STA) 8(E) 8(N) 8(J1) 2(W) 2(wW) 2(W) 8(F1) -(F1)
Beacon type '2’, M=B'1" (SA = STA) 8(E) 8(N) 8(J1) - - - 8(F1) -(F1)
Beacon type ‘3, M=B'1' (SA = STA) 8(E) 8(N) 8(J1) - - - 8(F1) -(F1)
Beacon type ‘4’, M=B'1"' (SA = STA) 8(E) 8(N) 8(J1) - - - 8(F1) -(F1)
M_BIT counter = B'0' / / / / / /. ~(H1) ~(H1)
T(beacon_trarismii) éxpires / / / -(D1) -(D1) -(D1) / /
RCVBEACON counter = B'0' / /. / / / / -(Y) -(Y)
T(clairh_tokén) expires, / 5(0) / / / / / /
CTFRAMES not received
T(claim_token) expires, / 6(0) 6(K1) | / / / / /
CTFRAMES received
T(claim_token) expires & signal loss . / 4(0) - / ) /o o/ / /
T(good_token) exbires 2(A) / / / / / / /
T(attach) expires 2(A) - B / / / / /
T(receive_notification) expires 2(G) / / / / /. / /

. T(ring_purge) expires 2(A) / / /. 1o / / /
f(trénsmit_pécin'g) expires / ~(H) / -(X) -(X) -(X) / /
Ring purge (SA # STA) / - 1(S) / - / /. /
Ring purge (SA = STA) / -(P) 1(T) / - / / /.
CTFRAMES_CNT = B'0Q' . / 1Q) / / / / b /
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OUTPUT FUNCTION
CODE

A insert Master Clock.

Introduce 24-bit delay.

Transmit a Claim Token MAC frame.

Set CTFRAMES counter to its threshoid value.
Start T(claim_token).

Start T(transmit_pacing).

B Start T(claim_token).
Reset Active_Monitor_Functional_Address to B'0'

C Start T(ciaim_token).

Reset Active_Monitor_Functional_Address to B'0'

Note that another ring station seems to be transmitting with the same source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

D Start T(escape).

Start T(escape).

Note that another ring station seems to be transmitting with the same source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

F Restart T(claim_token).

Transmit a Claim Token MAC frame.

Set CTFRAMES counter to its threshold value.
Start T(transmit_pacing).

Insert Master Clock.

Introduce 24-bit delay.

G Purge pending Active Monitor Present and Standby Monitor
Present MAC frames.

Insert Master Clock.

Introduce 24-bit delay.

Transmit a Claim Token MAC frame.

Set CTFRAMES counter to its threshold value.

Start T(claim_token).

Start T(transmit_pacing).

H Transmit a Claim Token MAC frame.
Start T(transmit_pacing).

J Decrement CTFRAMES counter.

K Restart T(claim_token).

Cancel T(transmit_pacing).

Queue Report Active Monitor Error MAC frame.
Remove Master Clock '

Remove 24-bit delay

L Restart T(claim_token).
Cancel T(transmit_pacing).
Remove Master Clock
Remove 24-bit delay

M Cancel T(claim_token).
Cancel T(transmit_pacing).
Remove Master Clock.
Remove 24-bit delay.

Start T(escape).

N Cancel T(claim_token).

Cancel T(transmit_pacing).

Remove Master Clock.

Remove 24-bit delay.

Start T(escape).

Note that another ring station seems to be transmitting with the same

source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.
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OUTPUT
CODE

FUNCTION

(o}

Transmit an appropriate Beacon MAC frame.
Start T(beacon_transmit).
Restart T(transmit_pacing).

Queue a Report Active Monitor Error MAC frame.

Cancel T(claim_token).

Cancel T(transmit_pacing).

Indicate won token-claiming by setting
STATION_WON_TOKEN_CLAIMING flagto B*1"'.
Reset REMOVE_RCV to 0.

Reset REMOVE_TRANS to 0.

Note that another ring station seems to be transmitting with

the same source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

Set RING_RECOVERED flagto B'1'.
Set REMOVE_RCV flag to B'0'.

Set REMOVE_TRANS flag to B'0"'.
Cancel T(ctaim_token).

Set RING_RECOVERED flagto B'1'.

Set REMOVE_RCV flagto B'0'.

Set REMOVE_TRANS flag to B'0".

Cancel T(claim_token).

Note that another ring station seems to be transmitting with the same

source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

Cancel T(beacon_transmit).
Cancel T(transmit_pacing).
Remove Master Clock.
Remove 24-bit delay.

Start T(escape).

Cancel T(beacon_transmit).

Cancel T(transmit_pacing).

Remove Master Clock.

Remove 24-bit delay.

Start T(escape).

Note that another ring station seems to be transmitting with the same source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

Cancel T(beacon_transmit).

Insert Master Clock.

Introduce 24-bit delay.

Transmit a Claim Token MAC frame.

Start T(claim_token).

Restart T(transmit_pacing).

Set CTFRAMES counter to its threshoid value.

Transmit a Beacon MAC frame.
Start T(transmit_pacing).

If REMOVE_RCYV is reset to B'0' then
Remove from the ring.
Initiate self-test.
Stop T(soft_error).
Reset SOFT_ERROR.
Set REMOVE_RCV fiagto 8'1'.
(*This indicates that the ring station has tested during this beacon process.”)

Transmit a Beacon type ‘2° MAC frame.
Start T(transmit_pacing).
Restart T(beacon_transmit).
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OUTPUT FUNCTION
CODE

Al Cancel T(escape).

Transmit a Claim Token MAC frame.

Start T(claim_token).

Start T(transmit_pacing).

Set CTFRAMES counter to its threshoid value.
insert Master Clock

Introduce 24-bit delay.

B1 Cancel T(escape).
Start T(claim_token).

C1 Cancel T(escape).

Start T(claim_token).

Note that another ring station seems to be transmitting with the same

source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

D1 If REMOVE_TRANS is reset to B'0' then
Remove from the ring.
Initiate self-test.
Stop T(soft_error).
Reset SOFT_ERROR.
Set REMOVE_TRANS fiagto B'1'.
(*This indicates that the ring station has tested during this beacon process.”)

E1 Restart T(escape).

F1 Restart T(escape).

Note that another ring station seems to be transmitting with the same

source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

H1 Set MB flag to B'1'. (*This activates the setting of the monitor bit in Beacon from NAUN.”)
Set REMOVE_TRANS flag to B'1'. (*The NADN of the beaconing ring station does not remove and test.”)

11 Cancel T(claim_token).
Start T(escape).

J1 Cancel T(claim_token).

Start T(escape).

Note that another ring station seems to be transmitting with the same source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

K1 Transmit appropriate beacon.
Start T(beacon_transmit).
Restart T(transmit_pacing).
Insert Master Clock.
Introduce 24-bit delay.
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Receiving Finite State Machine

Function This FSM describes the actions performed by the receiving side of a ring station. The
outputs of this FSM are passed to the Token Transmission FSM, the MAC Recovery FSM,
the Station Attachment FSM, and the Monitor Functions FSM, as illustrated in Figure 7-1
on page 7-1.
This FSM is called from the Routing Logic for FSMs for a particular input. Once the input
is processed, control is returned to the Routing Logic, and it specifies other actions to
take.
Input The input consists of signal input from the ring and is expressed in terms this ring station
recognizes, such as SD and ED.
States 01 Repeat mode (REPEAT)
All inputs, whether modified or unmodified in this state, are repeated (output to the Token
Transmission FSM).
02 Starting delimiter received (SD)
Once an SD is received, the machine looks for an indication that this ring station either
sent the frame or should receive it. In any case, it continues repeating to the token FSMs.
03 Copying (COPY)
The input, a frame addressed to this ring station, is routed to the processing FSMs, as
well as to the token FSMs. Entry into this state represents the passing of the input to the
processing FSMs.
04 Stripping (STRIP)
The input, a frame transmitted by this ring station, is routed to the token FSMs (to check
for reservations), as well as to the attachment FSM. Like state 03, this state passes the
input to the processing FSMs.
05 Copying/Stripping (C/S)
In this state the ring station is both stripping and receiving a frame. This could be the
case when a ring station sends a frame to itself (Duplicate Address Test).
INPUTS REPEAT SD COPY STRIP cis
01 02 03 04 05
Starting delimiter 2(A) -(A) 2(A) 2(1) 2(1)
DA=STA / 3(C) / / /
SA=STA / 4 5 / /
Ending delimiter on byte boundary - 1(0) 1(E) (1) 1(M)
Abort delimiter - 1 1(F) 1(J) 1(J)
Burst 4 error - 1 1(F) 1(J) 1(J)
Burst 5 error -(B) 1(B) 1(G) 1K) 1(K)
Code violation error - -(D) ~(H) -(L) -(L)
Ending delimiter on non-byte boundary - 1{P) 1(P) 1(Q) 1(Q)
Bad CRC - -(D) -(H) -(L) -(L)
T(physical_trailer) expires -(N) 1(N) / 1(N) 1(N)
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OUTPUT FUNCTION
CODE
A Reset frame synchronization.
B Convert the signal to idies starting at bit 5 of the burst error.
C Set indicator (SET_A).

(*This specifies that the frame is recognized by this ring station.*)
D Note error condition to set error-detected bit in ED.
E Set frame-copied bits (C} in the frame status field to

B'1'.

If the SET_A indicator is set and the address-recognized bits (A) # B'1' then

Set the A bits in the frame status fieldto B'1'.

F Reset indicator (SET_A).

(*This specifies that the frame is not recognized by this ring station due to a detected error.”)
G Convert input to idles starting at bit 5 of the burst error.

Reset indicator (SET_A).

(*This specifies that the frame is not recognized by this ring station due to a detected error.”)
H Note error condition to set error-detected bit in ending delimiter.

Reset indicator (SET_A).

(*This specifies that the frame is not recognized by this ring station due to a detected error.”)
| Cancel T(physical_trailer).

Reset frame synchronization.
J Cancel T(physical_trailer).

Reset indicator (SET_A).

(*This specifies that the frame is not recognized by this ring station due to a detected error.*)
K Convert input to idles starting at bit 5 of the burst error.

Cancel T(physical_trailer).

Reset indicator (SET_A).

(*This specifies that the frame is not recognized by this ring station due to a detected error.”)
L Note error condition to set error-detected bit in ending delimiter.

Cancel T(physical_trailer).

Reset indicator (SET_A).

(*This specifies that the frame is not recognized by this ring station due to a detected error.*)
M Set frame-copied bits (C) in the frame status field to

B'1'.

If the SET_A indicator is set and the address-recognized bits (A) # B'1' then

Set the A bits in the frame status fieldto B'1'.

Cancel T(physical_trailer).
N Increment LOST_FRAME counter.

If error condition detected, set error-detected bit in ending delimiter.
P Set error-detected bit in ending delimiter.

Reset indicator (SET_A).

(*This specifies that the frame is not recognized by this ring station due to a detected error.”)
Q Set error-detected bit in ending delimiter.

Cancel T(physical_trailer).
Reset indicator (SET_A).
(*This specifies that the frame is not recognized by this ring station due to a detected error.”)
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Station Attachment Finite State Machine

Function

Input

States

This FSM describes the actions of a ring station attaching to the ring. The relationship of
this FSM with the other FSMs is shown in Figure 7-1 on page 7-1.

This FSM is called from the Routing Logic for FSMs for a particular input. Once the input
is processed, the logic specifies other actions to take.

ACTIVATE_MAC
Command received from DLC.LAN.MGR to activate the MAC sub-layer and attach to the
ring.

DFC

The Duplicate Address Test Frame Counter (DFC) is initialized to DFC=n>B'1'. When a
Duplicate Address Test frame is stripped with AC#B'00', DFC is decremented and
another Duplicate Address Test frame is queued. If DFC reaches B'0', the address is
assumed to be a duplicate.

FRAMES
Copied or stripped from the ring.

NDFC

The Non-Duplicate Address Frame Counter (NDFC) is initialized to NDFC=m>B"'1".
When a Duplicate Address Test frame is stripped with AC=B'00', NDFC is decremented
and another Duplicate Address Test frame is queued. If NDFC reaches B'Q’, the address
is assumed to be unique.

NEIGHBOR_NOTIFICATION

This is a flag that is set in the Station Attachment FSM to indicate that an Active Monitor
Present or Standby Monitor Present MAC frame with AC=B'00' was previousiy received
(and the NAUN stored). In this case, the ring station can respond immediately with a
Standby Monitor Present MAC frame, and need not wait for the next neighbor notification
cycle. This flag is initialized to B'0' and is setto B'1' when the ring station receives an
Active Monitor Present or Standby Monitor Present MAC frame.

NOPSC

The No Parameter Server Counter (NOPSC) is initialized to NOPSC=p>1. When a
Request Parameters frame is stripped with AC=B'00', NOPSC is decremented and
another Request Parameters frame is queued. 1f NOPSC reaches B'0', no ring parameter
server is present, the default values are used, and the ring station participates in normal
ring operation.

RRTRYC
The Response Retry Counter (RRTRYC) is initialized to RRTRYC=q>B'1'. If T(response)
expires, RRTRYC is decremented and another Request Parameters frame is queued.

01 Disconnected (DISC)
Not physically connected to the ring.

02 Self Test (TEST)
To test the ring station for proper functioning.

03 Monitor Check (MCK)
To determine the presence of an active monitor.

04 Claim Token (CLTK)
There is currently no active monitor on this ring; this ring station is participating in token-
claiming to choose a new active monitor.
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05 Duplicate Address Check (ADCK)
To make sure the ring station’s individual address is unique.

06 Neighbpr Notification (NNOT) _
For the ring station to determine its nearest active upstream neighbor (NAUN) and to iden-
tify itself to its nearest active downstream neighbor (NADN).

07 Requesl Initialization (INIT)
To acquire configuration parameters from a ring parameter server if one exists, and to
register its configuration parameters with network management.

08 Reset (RESET)

This state indicates the ring station has attached to the ring and this FSM is no longer
active.
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INPUTS

DisC
o

TEST
02

MCK
03

CLTK
04

ADCK
05

NNOT
06

INIT
07

RESET

Receive ACTIVATE_MAC (DLC.LAN.MGR)

2(A)

SELF_TEST_SUCCESSFUL = B'1®
(test successful)

SELF_TEST_SUCCESSFUL = B'0'
(test unsuccessful)

RING_RECOVERED flag = B'1'

Copy Active Monitor Present
| Standby Monitor Present (A=B'0")

7(P)

Copy Active Monitor Present
| Standby Monitor Present (A£B'0")

Ring station won token-claiming

Detect NEIGHBOR_NOTIFICATION flag set

Copy Ring Purge MAC frame

5(E)

T(attach) Expires

4(X)

Strip Duplicate Address Check (A=B'0")

Strip Dupticate Address Check  (A#B'0')

Detect NDFC=B'0"'

Detect DFC=B'0'

Copy Set Parameters (DA=STA)

Strip Request Initialization (A=B'0")

Strip Request Initialization (A#B'0")

Detect NOPSC=B"'0'

T(response) expires

Detect RRTRYC=B'0'

Copy Beacon MAC frame

1(B)

1(B)

Detect signal loss

1(B)

1(B)

T(claim_token) expires

1(B)

1(B)

T(ring_purge) expires

1(B)

1(B)
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OUTPUT FUNCTION

CODE

A Initialize NEIGHBOR_NOTIFICATION Flag to B'0', NDFC=m, DFC=n, NOPSC=p, RRTRYC=q.
Initiate self-test procedures.

B Remove from the ring.
Report MAC_ACTIVATED failure to DLC.LAN.MGR.

C Attach to the ring.
Start T(attach).

D Restart T(attach).

Record NAUN.
Set NEIGHBOR_NOTIFICATION Flagto B'1'.
Queue a Duplicate Address Test MAC frame.

E Restart T(attach).
Queue a Duplicate Address Test MAC frame.

Report error to DLC.LAN.MGR,; ring station is already active.

K Record NAUN.
Set NEIGHBOR_NOTIFICATION Flagto B'1'.
M Decrement NDFC.

If NDFC#B'0' and DFC#B'0' then
Queue a Duplicate Address Test MAC frame.

N Decrement DFC.
if NDFC#B'0' and DFC#B'0' then
Queue a Duplicate Address Test frame.

o} Restart T(attach).

P Record NAUN.
If not the active monitor then

Queue Standby Monitor Present frame.
Queue Report NAUN Change MAC frame.
Restart T(attach).
Queue a Request Initialization MAC frame.

Q Queue Active Monitor Present MAC frame.
Start T(neighbor_notiﬁcation).

R Queue Standby Monitor Present MAG frame.
Queue Report NAUN Change MAC frame.
Restart T(attach).

Queue a Request Initialization MAC frame.

S Set appropriate parameters in the ring station.
Cancel T(response).

Cancel T{attach).

Queue Response MAC frame.

Report MAC_ACTIVATED success to DLC.LAN.MGR.
Set ATTACHED flag.

T Decrement NOPSC.
I NOPSC+0 then
Queue a Request Initialization frame.

U Start T(response).

Use station default values.

Report MAC_ACTIVATED success to DLC.LAN.MGR.
Cancel T(response).’

Cancel T(attach).

Set ATTACHED flag.

w Decrement RRTRYC.
If RRTRYC=#0 then
" Queue a Request Parameters frame.

X Insert Méster Clock.
Introduce 24-bit delay.

Y Report MAC_ACTIVATED failure to DLC.LAN.MGR

4
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Monitor Functions Finite State Machine

Function This FSM describes the actions of the active monitor and standby monitor protocols. See
Figure 7-1 on page 7-1for the FSM relationships. This FSM represents the actions taken
while a ring station is the active or standby monitor.

This FSM is called from the Routing Logic for FSMs for a particular input. Once the input
is processed, control is returned to the Routing Logic, and it specifies other actions tc
take.

Input FRAMES
Copied from the ring.

NEIGHBOR_NOTIFICATION
This flag is set to B'0' to indicate that neighbor notification is not complete, andto B'1' to
indicate that it /s complete.

RING_RECOVERED
This flag is set by the MAC Recovery FSM to indicate that token-claiming has been suc-
cessfully completed, and the ring station has become a standby monitor.

STATION_WON_TOKEN_CLAIMING

This flag indicates that this ring station has actively participated in the token-claiming
process and has won. After successfully purging the ring, the ring station will activate the
active monitor function.

The input consists of received frames and timer expirations.

States 01 Reset (RESET)
This state indicates the FSM is not active. This state is used as an entry state to this FSM.

02 Ring Purge (PURGE)
The active monitor has initiated the ring purge process. This state is unique to the Active
Monitor FSM.

03 Active Monitor Functions (ACTIVE)
The active monitor has successfully purged the ring. All active monitor functions (except
ring purge) are conducted while in this state.

04 Standby Monitor Functions (STANDBY)
The actions of a standby monitor are described in this state.
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INPUTS RESET PURGE ACTIVE STANDBY
01 02 03 04
Monitor bit = B'1' in access control fieid of frame or priority - - 2(C) -
token
Monitor bit = B'0' in access contral field of frame or priority - - -(Q) -
token
Claim Token MAC frame - - 1(R) 1(V)
STATION_WON_TOKEN_CLAIMING 2(A) / / /
Ring Purge MAC frame (SA#STA) & ATTACHED 4(B) 4(H) 4(H) -
Ring Purge MAC frame (SA#STA) & not ATTACHED - 1(1) 1Y) /
Ring Purge MAC frame (SA = STA) & ATTACHED 4(N) 3(D) 4(P) -(U)
Ring Purge MAC frame (SA=STA) & not ATTACHED - 3(D) 1(Y) /
T(neighbor_notification) expires and / / -(J) /
NEIGHBOR_NOTIFICATION flag = B'1'
T(neighbor_notification) expires and / / -(K) /
NEIGHBOR_NOTIFICATION flag = B'0'
Active Monitor Present MAC frame (AC=B'00") - - -(W) -
Active Monitor Present MAC frame (AC#B'00") - - -(X) -
Standby Monitor Present MAC frame (AC=B'00") - - -(L) -
Standby Monitor Present MAC frame (AC#B'00') - - -(M) -
Active Monitor Present MAC frame (SA#STA) & - - 4(H) -
ATTACHED
Active Monitor Present MAC frame (SA#STA) & - - 1(Y) /
Not ATTACHED
Receive Beacon MAC frame - 1(F) 1(Z) 1(V)
T(any_token) expires / - 2(0) /
T(good_token) expires / / / 1(V)
T(ring_purge) expires / 1 / /
T(receive_notification) expires / / 1(2) 1(V)
Ring station ATTACHED and ACTIVE_MONITOR 4(B) / / /
Detect signal loss - 1(F) 1(2) (V)
RING_RECOVERED flag is set and ATTACHED 4(B) / / /
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OUTPUT
CODE

FUNCTION

A

Transmit a Ring Purge MAC frame.
Start T(ring_purge).

Restart T(good_token).
Restart T(receive_notification).

Transmit a Ring Purge MAC frame.
Start T(ring_purge).

Issue token with the priority reservation of the Ring Purge
MAC frame.

Queue Active Monitor Present MAC frame.

Queue Report New Active Monitor MAC frame.

Set Active Monitor functional address.

Start T(neighbor_notification).

Start T(receive_notification).

Start T(any_token).

Cancel T(ring_purge).

Cancel T(any_token).

Cancel T(neighbor_notification).

Turn off Active Monitor functional address.
Remove Master Clock.

Remove 24-bit delay.

Remove Master Clock.

Remove 24-bit delay.

Start T(good_token).

Start T(receive_notification).

Cancel T(any_token).

Cancel T(neighbor_notification).

Queue Report Active Monitor Error MAC frame.
Turn off Active Monitor functional address.

Cancel T(any_token).

Cancel T(neighbor_notification).

Queue Report Active Monitor Error MAC frame.
Turn off Active Monitor functional address.

Restart T(neighbor_notification).
Queue Active Monitor Present MAC frame.
Reset NOT_COMPLETE flagto B'0".

Restart T(neighbor_notification).
Queue Active Monitor Present MAC frame.
Queue Report Neighbor Notification Incomplete MAC frame.

Indicate completion of neighbor notification by setting
NOT_COMPLETE flagto B'1'.

Note the source address of the frame (for the error report if
necessaryy).

Restart T(good_token).

Restart T(receive_notification).

Note that another ring station seems to be transmitting with the same source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

Transmit a Ring Purge MAC frame.
Start T(ring_purge).
Increment TOKEN_ERROR counter.

Start T(good_token).

Start T(receive_notification).

Cancel T(any_token).

Cancel T(neighbor_notification).

Queue Report Active Monitor Error MAC frame.

Turn off active monitor functional address.

Note that another ring station seems to be transmitting with the same source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.
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OUTPUT FUNCTION
CODE

Q Set the monitor bit in repeated frame or priority token to
B'1'.

R Cancel T(any_token).

Cancel T(neighbor_notification).

Cancel T(receive_notification).

Queue Report Active Monitor Error frame.
Remove Master Clock.

Remove 24-bit delay.

U Note that another ring station seems to be transmitting with the same source address.
While removal from the ring and reattachment to the ring would provide another duplicate address test,
no action is mandated.

\ Cancel T(good_token).
Cancel T(receive_notification).

w Set NOTIFICATION_COMPLETE Flag.
Restart T(receive_notification).
Set SINGLE_STATION Fiag.

X Note the source address of the frame (for the error report,
if necessary).

Restart T(receive_notification).

Reset SINGLE_STATION Flag.

Y Cancel T(any_token).

Cancel T(neighbor_notification).

Cancel T(receive_notification).

Queue Report Active Monitor Error MAC frame.
Turn off Active Monitor functional address.
Remove Master Clock.

Remove 24-bit delay.

z Cancel T(any_token).

Cancel T(neighbor_notification).

Cancel T(receive_notification).

Queue Report Active Monitor Error MAC frame.
Turn off Active Monitor functional address.
Remove Master Clock.

Remove 24-bit delay.
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Finite State Machines for Priority Operation

The two finite state machines on the following pages describe the operation of ring
stations supporting priority. The Token Transmitting FSM describes the generation
of tokens when a ring station receives either a token or one of its own frames, and
the repeating of frames that have been transmitted by other ring stations. The
Frame Transmission FSM describes how pending frames are transmitted and how
reservations are made in tokens and in the frames of other ring stations.

The Token Transmission FSM and the Frame Transmission FSM are distinct and
independent, except that outputs of the Token Transmission FSM are used as
inputs by the Frame Transmission FSM (Figure 7-1 on page 7-1). If the inputto a
Token Transmission FSM is a frame transmitted by another ring station, the frame
is repeated unaltered. If the input is either a token or a frame being stripped, then
a token is issued.

The Frame Transmission FSM receives from the Token Transmission FSM either a
token or a repeated frame. (Incoming idle or abort sequences are merely
repeated.) It can repeat a token or frame unaltered, transmit either one with a new
priority reservation, or capture the token and transmit a pending frame of its own.

Because all ring stations must be able to issue priority tokens, each ring station
must implement the Token Transmission FSM.
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Token Transmission Finite State Machine

Function

Input

This FSM describes the actions of a ring station to generate tokens and to repeat frames
transmitted by other ring stations. Token generation can occur only when a ring station
receives a token or is stripping its own frame. Token generation is not related to making
reservations for a priority token and is independent of new frame transmission. The
frames and tokerns that are generated are issued to another FSM in the ring station (see
“Frame Transmission Finite State Machine” on page 7-32) along with an indication (the
Permissible Token Indicator, or PTI) if the token can be used by the same ring station to
transmit a frame. Because a ring station must relinquish a token after using it once,
tokens generated after a ring station strips its own frame cannot be used to transmit
another frame, uniess the new token is of higher priority than the one used to transmit the
frame being stripped.

This FSM is called from the Routing Logic for FSMs for a particular input. Once the input
is processed, control is returned to the Routing Logic, which specifies other actions to
take.

The input consists of received frames that the ring station transmitted (and is now strip-
ping), received frames that other ring stations transmitted (which are repeated unaltered)
or received tokens. The input also includes the priority and reservation bits that those
frames or tokens carry.

The notation T(x,y),‘ FS(x,y), and FR(x,y) describes a received token (if an input) or an
issued token (if an output), the frame being stripped, and the frame being repeated,
respectively, with transmission priority x and priority reservation y. The priority and res-
ervation indicators, and additional stored variables, are defined below.

Received Priority (Pr)
The priority of the received token or frame.

Received Reservation (Rr) v
The priority from the reservation field of the received token or frame.

State-Associated Stored Rece‘ived Priority (Spi, i=1 thrbugh 5)
The priority of the token stored upon entering state i, before the origination of a higher
priority token. Sp1 is defined as B'000".

State-Associated Stored Transmitted Priority (Sxi, i =1 through 5) o
The priority of the token originated and transmitted upon entering state i. Sx1 is defined
as B'000".

The values (Spi,Sxi), i=2 through 5, are stored as a pair, so that when a token of priority
Sxi returns to the sender, it will issue a token of the original priority, Spi, and return to
state (i-1). Whenever a state transition occurs (up or down), the values of Sxi and Spi
used in the output codes assume that the state variable i is that of the higher state.
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States 1 NPH Not in Priority-Hold

2 PH1 Priority-Hold with 1 transition stored

3 PH2  Priority-Hold with 2 transitions stored

4 PH3  Priority-Hold with 3 transitions stored

5 PH4  Priority-Hold with 4 transitions stored
INPUTS NPH PH1 PH2 PH3 PH4

01 02 03 04 05

FR(Pr,Rr) & Pr=Sxi -(A) ~(A) ~(A) -(A) -(A)
FR(Pr,Rr) & Pr<Sxi / 1(A) 1(A) 1(A) 1(A)
FS(Pr,Rr) & Rr<Pr -(B) -(B) -(B) -(B) -(B)
FS(Pr,Rr) & Rr>Pr 2(C) 3(C) 4(C) 5(C) /
T(Pr,Rr) & Pr>Sxi -(D) -(D) -(D) -(D) -(D)
T(Pr,Rr) & Pr=Sxi & Rr>Spi (D) -(F) -(F) -(F) -(F)
T(Pr,Rr) & Pr=Sxi & Rr<Spi -(D) 1(G) 2(G) 3(G) 4(G)
T(Pr,Rr) & Pr<Sxi . 1(D) 1(D) 1(D) 1(D)

OUTPUT FUNCTION

CODE

A FR(Pr,Rr) [Repeat the frame unaltered.]

B T(Pr,Rr) [issue a token with no change in priority.]
Reset Permissible Token Indicator (PTl)to B'0'.

C Spi=Pr [Store a new transition.]

’ Sxi=Rr [Store a new transition.]
T(Rr,0) [Issue a token at a requested, higher priority.]
Set Permissible Token Indicator (PTl) to B'0'.

D T(Pr,Rr) [Repeat the token unaltered.]
Set Permissible Token Indicator (PTljto B'1'.

F Sxi=Rr [Store a new iransition.]
T(Rr,0) [Issue a token at a requested, higher priority.]
Set Permissibie Token Indicator (PTI) to B'0".

G If this ring station has no frames pending transmission at priority Pr then

" T(Spi,Rr) [Issue a token at a stored, lower priority.]
Reset Permissible Token Indicator (PTl) to B'0'.
Else I
Set Permissible Token Indicator (PTl)to B'1'.
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Frame Transmission Finite State Machine

Function This FSM describes the actions of a ring station to transmit frames or make reservations
for priority tokens, when a frame is pending transmission. When no frame is pending, the
ring station acts as a repeater of all tokens and frames.

Although not every ring station will be configured to transmit priority frames, this FSM
applies to all ring stations. If the ring station does not transmit priority frames, then all of
its pending frames are of priority B'000', and the FSM continues to be correct.

This FSM assumes that the ring station has already dealt with any received tokens, as
described by the finite state machine “Token Transmission Finite State Machine” on
page 7-30. Therefore, the tokens taken as input have come from another FSM in the ring
station, not directly off the ring, as illustrated in Figure 7-1 on page 7-1.

This FSM is called from the Routing Logic for FSMs for a particular input. Once the input
is processed, control is returned to the Routing Logic, and it specifies other actions to
take.

Input The input consists of either received frames that other ring stations have transmitted, or
tokens issued by the token-handling FSM, and the priority and reservation bits that they
carry. The FSM also receives a Permissibie Token Indicator (PTI) from the preceding
token FSM. The PTI must equal B'1' for a pending frame to be transmitted. The notation
T(x,y), FR(x,y), and NF(x,y) describes a received token (if an input) or a transmitted token
(if an output), the frame being repeated (from another ring station), and the new frame
(originated by this station), respectively, with transmission priority x and priority reserva-
tiony. The priority, reservation, and permissible token are defined below.

Received Priority (Pr)
The priority of the received token or frame.

Received Reservation (Rr)
The priority from the reservation field of the received token or frame.

Pending Priority (Pp)
The priority of a frame pending transmission (waiting for a usable token).

Permissible Token Indicator (PTI)
An indication, when PTI= B'1', that the token may be used to transmit a pending
frame.

State 1 FXFP
Frame Transmission: Full Priority
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INPUTS FXFP
01
T(Pr,Rr) & Pr>Pp & Rr>Pp -(A)
T(Pr,Rr) & Pr>Pp & Rr<Pp -(B)
T(Pr,Rr) & Pr<Pp & PTI=B'0"' -(A)
T(Pr,Rr) & Pr<Pp & PTI=B'1' -(C)
T(Pr,Rr) & Pr=Pp & PTI=B'0" -(A)
T(Pr,Rr) & Pr=Pp & PTI=B'1" -(©)

FR(Pr,Rr) & Rr<Pp

-(E)

OUTPUT FUNCTION

CODE

A T(Pr,Rr) [Repeat the token unaitered.]

B T(Pr,Pp) [Repeat the token with a new reservation. ]
C NF(Pr,0) [Transmit the pending new frame.]

E

FR(Pr,Pp) [Repeat the frame with a new reservation.]
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Chapter 8. LLC Frames

The variable-length information field contains data in an integral number of bytes,
exchanged between higher-level layers (above the MAC sub-layerj, or LAN-level
management information. For LLC transmissions, the information field is called an
LLC Protocol Data Unit (LPDU); its format is shown below:

LPDU Format

DSAP SSAP . . N
Address | Address Control Field Information Field
1 byte 1 byte 1 or 2 bytes 0, 1, or more bytes

Figure 8-1. LPDU Format

DSAP Address Field

The destination service access point (DSAP) address field identifies the service
access point {SAP) for which the LPDU is intended. (In this reference, a service
access point is the logical point at which a Path Control component acquires the
services of the Data Link Control layer [see page 4-1].) The DSAP address field is
a single byte with the format shown below:
DSAP

Bit 0 Bit 7

D,0,0,D,D,D U

D = DSAP Address Bits
U = User-Defined Address Bit
I/G = Individual/Group Bit

Figure 8-2. DSAP Address

The 6 DSAP Address Bits (D) and the User-Defined Address Bit (U) form the
address of the SAP for which the LPDU is intended. The U bit indicates whether
the address is defined by the user (B'0') or by the IEEE (B'1').

The Individual/Group Bit (I/G) indicates whether the address is an individual
address (B'0') or group address (B'1').

IEEE-Defined DSAP Addresses
Null SAP (X'00')

This address provides some ability to respond to remote nodes even when no
service access point (SAP) has been activated. This SAP supports only .
connectionless service, and responds only to XID and TEST command LPDUs.

LLC Sub-Layer Management Individual SAP (X'02')
The individual LLC sub-layer management SAP is reserved for future use by
IEEE-standardized network management entities.
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Network Management Function SAPs (X'x2', where x # 0)

These SAPs are reserved for future use by IEEE-standardized network manage-
ment entities.

LLC Sub-Layer Management Group SAP (X'03")
The group LLC sub-layer management SAP is reserved for future use by
IEEE-standardized network management entities.

Department of Defense Internet Protocol SAP (X'06'; military standard 1777)

This SAP is reserved for the use of the US Department of Defense Internet Pro-
tocol. S

National Standards Bodies SAP (X'x6', where x 3 0)
These SAPs are reserved for assignment by national standards bodies.

ISO Network Layer SAP (X'FE"')
‘ " This SAP is reserved for the use of the ISO network layer.

Global SAP (X'FF')

The global SAP address, when used as the DSAP address, indicates that copies of
the LPDU are to go to each active SAP in this DLC.LAN.

Bridge Spanning Tree Protocol SAP (X'42')
‘ This SAP is used by the Spanning Tree Protocol.

User-Defined DSAP Addresses

SNA Path Control Individual SAP (X'04"')
This is a default individual SAP address, used by SNA nodes, that identifies Path
Control as the data link user. In a request to DLC.LAN.MGR to establish a link with
an adjacent link station, if a SAP address (either local or remote) is not specified,
this SAP is used. When multiple links between two SNA nodes using the same
adapters are required, only one link may use this SAP as both the local and remote
SAP addresses, because links are uniquely defined by the destination and source
MAC station addresses, and the DSAP and SSAP addresses.

SNA Path Control Group SAP (X'05"')
This group SAP provides a way to route an LPDU to all SNA SAPs without identi-
fying them beforehand. Each individual SAP that has been identified to the LLC as
belonging to this group SAP receives a copy of the LPDU and the addressing and
routing information. ‘

NETBIOS SAP (X'F0')
This SAP is used for all LLC communication that is driven by NETBIOS emulation.

Local Area Network Management Individual SAP (X'F4"')
This SAP provides the default individual SAP address for LAN management func-
tions when they communicate at the LLC level. For information on network man-
agement, see Chapter 13, “Network Management.” '
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Local Area Network Management Group SAP (X'F5')
This group SAP provides the default group SAP address for LAN management func-

tions.

Remote Program Load (RPL) SAP (X'F8')
This SAP provides a default SAP address to be used for a remote program load
(RPL) procedure.

User Defined SAPs (X'8y' — X'9C', where y# B'xx1x"')
These SAPs are for non-standard, non-architectural higher-layer protocols and are
to prevent inter-operability problems with standard and architectural protocols.

Reserved SAP (X'Fy', where y #¥ B'xx1x')
These SAPs are reserved by IBM for future use.

SSAP Address Field

The source service access point (SSAP) address field identifies the SAP that origi-
nated the LPDU. The SSAP address field is a single byte with the format shown
below: '

SSAP
Bit 0 Bit 7

T T T T T T T
[SlslslslslslulcRJ

S = SSAP Address Bits
U = User-Defined Address Bit
C/R = Command/Response Bit

It

Figure 8-3. SSAP Address

The six SSAP Address Bits {S) and the User-Defined Address Bit (U) identify the
address of the SAP that originated the LPDU. The U bit indicates whether the
address is defined by the user (B'0"') or by the IEEE (B'1').

The Command/Response Bit (C/R) indicates whether the LPDU is a command
(B'0') or aresponse (B'1'). When processing the SSAP address in received
frames, this bit is not considered part of the address.

Control Field

The LPDU Control Field contains the commands and responses, sequence
numbers, and the Poll/Final bit for extended asynchronous balanced mode of oper-
ation.
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Connection-Oriented Command and Response Repertoire
LLC link stations can send and receive the following command and response

LPDUs:
COMMANDS COMMANDS/RESPONSES RESPONSES
1 [1] 11
REJ [2]
RNR [2]
RR [2]
SABME [3] UA
DISC [3] DM
TEST [3] [5] TEST [5]
XID [3] [5] XID [5]

FRMR [4]
Figure 8-4. Connection-Oriented LPDU Command and Response Repertoire

Notes:

1. Link stations must accept an I-format LPDU sent as a command or as a
response, with the P/F bit set to either B'0' or B'1', provided the LPDU is in
sequence and is otherwise valid.

2. S-format command LPDUs are always sent with the P bit setto B'1'. When
sent as responses, the F bitissettoB'0' or B'1', as appropriate. Link
stations must accept S-format command LPDUs sent with the P bit set to either
B'0'orB'1"'.

3. U-format command LPDUs are always sent with the P bit setto B'1'. When
sent as responses, the F bitis setto B'0' or B'1', as appropriate. Link
stations must be able to receive U-format command LPDUs with the P bit set to
eitherB'0' orB'1"'.

4. The transmission of an FRMR response LPDU is required when Frame Reject
exception conditions occur.

5. Support of XID and TEST LPDUs is required for SNA. It is acceptable for XID
and TEST LPDUs to be implemented in such a way that they are decoupled
from LPDUs sent by link stations.

information Transfer Format
The information transfer format (I-format) command and response LPDU transfer
sequentially-numbered LPDUs containing information fields across links. The
format of the I-format LPDU control field is shown below:

Bit 0 Byfe 0 Bit 7 Bit 0 Byte 1 Bit 7
L. NS, o [ NR)L %

{ { { { {

N(S) = Transmitter Send Sequence Number
N(R) = Transmitter Receive Sequence Number
P/F = Poli/Final Bit

Figure 8-5. I-Format LPDU Control Field

* The link station sets the Transmitter Send Sequence Number [N(S)] to the
value of the Send State Variable [V(S)] for the specified link (see “Send State
Variable, V(S)” on page 8-13).
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* The link station sets the Transmitter Receive Sequence Number [N(R)] to the
current value of the Receive State Variable [V(R)] for the specified link (see
“Receive State Variable, V(R)” on page 8-13). N(R) is therefore the expected
sequence number of the next received I-format LPDU on that link. N(R) indi-
cates that the link station has received correctly all I-format LPDUs numbered
up through N(R)-1 on the specified link.

¢ The Poll/Final (P/F) bit is called the P bit in command LPDUs and the F bit in
response LPDUs. (Whether the LPDU is a command or a response is indicated
by bit 7 of the SSAP address field.) It is set in command LPDUs (P=B"'1') to
request that the remote link station send a response with this bit set (F=B'1").
There should be only one response received with F=B'1' for every command
sent with P=B"'1"'. All link stations must be able to receive an I-format LPDU
as a command and as a response, with the P/F bit set to either B'0' orB'1".

In most cases, link stations send I-format LPDUs as commands with the P bit set to
B'0'. However, link stations can also send the following I-format LPDUs:

¢ A link station can send an I[-format LPDU as a command with the P bit set to
B'1' during the dynamic window algorithm (see “The Dynamic Window
Algorithm” on page 11-23), to force other stations to acknowledge received
frames before timer T2 expires, and before count limit N3 is reached. (See
“System Parameters” on page 11-3 for descriptions of T2 and N3.)

* A link station can send an I-format LPDU as a response with the F bit set to
B'1' to acknowledge the receipt of a command LPDU with the P bit settoB'1",
provided the station has an I-format LPDU waiting to be transmitted. This
I-format response LPDU indicates the clearance of a busy condition at the
sending link station.

Only one I-format or S-format command LPDU with the P bit setto B'1' can be out-
standing in a given direction at a given time on the link. The link station must
receive an I-format or S-format response LPDU with the F bit set to B'1' before it
can issue another I-format or S-format command LPDU with the P bitsettoB'1' on
the same link. If no I-format or S-format response LPDU with the F bit setto B'1' is
received before system-defined timer T1 expires, the link station can send an
S-format command LPDU with the P bit set to B'1', for recovery purposes.

Transmission of an I-format or S-format command LPDU with the P bit setto B'1"
initiates a checkpoint cycle. Link stations cannot send |-format LPDUs during
checkpoint cycles that are:

¢ |nitiated by the expiration of Ti (the inactivity timer)
¢ Initiated by the expiration of T1 (the reply timer).

Link stations can send I-format LPDUs during checkpoint cycles initiated for other
reasons (for example, during dynamic window algorithm).

Each I-format LPDU is sequentially numbered between 0 and 127. The maximum
number of sequentially numbered I-format LPDUs that can be outstanding (unac-
knowledged) in a given direction on a link at any given time cannot exceed 127.
This prevents ambiguity in the association of sent I-format LPDUs with sequence
numbers during normal operation and error recovery actions.
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Supervisory Format
Supervisory format (S-format) LPDUs perform supervisory control functions, such
as acknowledging I-format LPDUs, requesting retransmission of I-format LPDUs,
and requesting temporary suspension of transmission of I-format LPDUs. S-format
LPDUs do not contain an information field and therefore do not affect V(S) in the
sending link station or V(R) in the receiving link station.

The format of the S-format LPDU control field is shown below:

Bit 0 Byfe O Bit 7 Bit 0 Byfe 1 Bit 7
T T T T T T T AT T 1
Iololololslslol1 i | ! |N(1R)| i |P/F]

S = Supervisory Function Bit
N(R) = Transmitter Receive Sequence Number
P/F = Poll/Final Bit

Figure 8-6. S-Format LPDU Control Field

¢ The supervisory function bits indicate the type of S-format command or
response being sent:

— B'00' = Receiver Ready (RR) Command and Response

A link station uses the Receiver Ready (RR) S-format LPDU to indicate that
the station is ready to receive an I-format LPDU. |-format LPDUs numbered
up through [N(R) - 1] have been received correctly by the link station. This
S-format LPDU indicates the clearance of a busy condition at the sending
link station (indicated in a previous RNR LPDU).

— B'01' = Receiver Not Ready (RNR) Command and Response

A link station uses the Receiver Not Ready (RNR) S-format LPDU to indi-
cate a busy or slow-down condition (for example, a temporary inability to
accept subsequent I-format LPDUs). I-format LPDUs numbered up through
[N(R) - 1] are considered to have been accepted by the station prior to the
busy condition. I-format LPDUs numbered N(R), and any subsequent
I-format LPDUs received, are not considered to have been accepted by the
station; the acceptance status of these I-format LPDUs is indicated in sub-
sequent exchanges.

— B'10' = Reject (REJ) Command and Response

A link station uses the Reject (REJ) S-format LPDU to request the
retransmission of I-format LPDUs starting with number N(R). I-format
LPDUs numbered up through [N(R) - 1] are considered to have already
been accepted by the station; they need not be sent again. The link station
that receives the REJ LPDU, after retransmitting the requested I-format
LPDU, can then send any additional I-format LPDUs it has queued for trans-
mission. Only one “sent REJ” condition can be outstanding in a given
direction at a given time on the link. The “sent REJ” condition ends when
the link station receives an I-format LPDU with N(S) equal to the N(R) of the
REJ LPDU. The “sent REJ” condition can also be cleared according to the
procedures described in “Receiving an Out-of-Sequence I-Format LPDU”
on page 11-20.

A REJ LPDU indicates the clearance of a busy condition at the sending link
station (indicated in a previous RNR LPDU).
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¢ The link station sets the Transmitter Receive Sequence Number [N(R)] to the
current value of the Receive State Variable [V(R)] for the specified link (see
“Receive State Variable, V(R)” on page 8-13). N(R) is therefore the expected
sequence number of the next received I-format LPDU on that link. N(R) indi-
cates that the link station has received correctly all [-format LPDUs numbered
up through N(R)-1 on the specified link.

¢ The Poll/Final (P/F) bit is called the P bit in command LPDUs and the F bit in
response LPDUs. (Whether the LPDU is a command or a response is indicated
by bit 7 of the SSAP address field.) Itis setin command LPDUs (P=B'1"') to
request that the remote link station send a response with this bit set (F=B'1"').
There should be only one response received with F=B'1"' for every command
sent with P=B"'1'. All link stations must be able to receive an S-format LPDU
as a command and as a response, with the P/F bit set to either B'0' or B'1"'.

Link stations send all S-format command LPDUs with the P bitsetto B'1'.

However, link stations can send S-format responses with the F bit set to either

B'0'orB'1':

— A link station can send an appropriate asynchronous S-format response
LPDU with the F bit set to B'0' without waiting for a command LPDU.

— Alink station can send an S-format LPDU as a response with the F bit set
to B'1' to acknowledge the receipt of a command LPDU with the P bit set
to B'1'. This response LPDU must be sent as soon as possible after
receiving the command LPDU.

Chapter 8. LLC Frames 8-7



Unnumbered Format
Unnumbered format (U-format) LPDUs provide additional control functions and, in
some cases, control data transfer functions (for example, XID). The format of the
U-format LPDU control field is shown below:

) Byte O )
Bit O Bit 7
MMM %M M1

M = Modifier Function Bit
P/F = Poll/Final Bit

Figure 8-7. U-Format LPDU Control Field

¢ The Modifier Function Bits indicate the type of U-format command or response

being sent:
M Bit Command or Response
Values
000 11 DM Response
010 00 DISC Command
011 00 UA Response
o011 11 SABME Command
100 01 FRMR Response
101 11 XID Command or Response
111 00 TEST Command or Response

Figure 8-8. U-Format Commands and Responses

¢ The Poli/Final (P/F) bit is called the P bit in command LPDUs and the F bit in
response LPDUs. (Whether the LPDU is a command or a response is indicated
by bit 7 of the SSAP address field.) Itis setin command LPDUs (P=B'1') to
request that the remote link station send a response with this bit set (F=B'1').
There should be only one response received with F=B'1' for every command
sent with P=B'1'. Link stations always send U-format command LPDUs with
the P bit setto B'1'. However, all link stations must be able to receive
U-format command LPDUs with the P bit set to either B'0' or B'1'. A link
station that receives a U-format command LPDU must respond with a U-format
response LPDU with the F bit set to the value of the P bit in the command
LPDU.

Disconnected Mode (DM) Response
A link station sends the Disconnected Mode (DM) response LPDU to report that it is
in asynchronous disconnected mode and is logically disconnected from the link.
The DM response LPDU does not contain an information field.

Disconnect (DISC) Command
A link station sends the Disconnect (DISC) command LPDU to terminate an asyn-
chronous balanced mode of operation previously set by an SABME command
LPDU. The DISC command LPDU informs the remote link station that the local link
station is suspending operation of the link, and the remote link station should
assume the asynchronous disconnected mode. The remote link station, upon
receiving the DISC command LPDU, sends a UA response LPDU (if it is in asyn-
chronous balanced mode) or a DM response LPDU (if it is'in asynchronous discon-
nected mode).
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I-format LPDUs that are unacknowledged when this command is sent or received
remain unacknowledged. Any queued BTUs that are unacknowledged or pending
transmission are discarded.

The DISC response LPDU does not contain an information field.

Unnumbered Acknowledgment (UA) Response
A link station uses the Unnumbered Acknowiedgment (UA) response LPDU to
acknowledge the receipt and acceptance of SABME and DISC command LPDUs.
The UA response LPDU does not contain an information field.

Set Asynchronous Balanced Mode Extended (SABME) Command
A link station uses the SABME command LPDU to initiate data transfer in the
extended asynchronous balanced mode of operation with a remote link station.
When DLC.LAN.MGR receives a contact signal from the Physical Unit,
DLC.LAN.MGR directs the link station identified in the signal to either send the
SABME command LPDU, or to respond to a received SABME command LPDU with
a UA response LPDU.

The remote link station that receives the SABME command LPDU must send a UA
response LPDU to the local link station as soon as possible. The remote link
station then sets its send and receive state variables to X'00' and assumes the
asynchronous balanced mode (extended). When the local link station receives the
UA response LPDU, it sets its own send and receive state variables to X'00', and
also assumes the asynchronous balanced mode—extended.

The remote link station can reject the SABME command LPDU by responding with
the DM response LPDU.

I-format LPDUs that are unacknowledged when this command is sent or received
remain unacknowledged. Any queued BTUs that are unacknowiedged or pending

transmission are discarded.

The SABME command LPDU does not contain an information field.
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Frame Re;ect (FRMR) Response
A link station uses the Frame Reject (FRMR) response LPDU to report that it has
detected an abnormality in an incoming LPDU.

The abnormality is described in the 5-byte information field carried by the FRMR
response LPDU.

Bytes 0 and 1, shown below, carry the contents of the control field as received in
the LPDU that caused the frame-reject condition. If the rejected control field was in
a U-format LPDU, byte 1 is set to X'00".

Byte O te 1

Bit O : y . Bit 7 Bit 0 By Bit 7

r[ T T T T T l ‘ T T T T 1 j_J
SN S N WO WO N S I N A SR R O
Byte O of Rejected LPDU Byte 1 of Rejected LPDU

Control Field Control Field

Figure 8-9. Frame Reject Information Field (Bytes 0 and 1)

Bytes 2, 3, and 4 of the FRMR response LPDU information field are shown below:

Bit 0 By*e 2 Bit 7 Bit 0 Byfe 3 Bii‘7 Bit 0 Byfe 4 Bit 7
[, V&, of [ VP, % [0,0,0v,7Y X W]

Figure 8-10. Frame Reject Information Field (Bytes 2, 3, and 4)
Byte 2 carries the send state variable for this link at the rejecting link station.

Byte 3 carries the receive state variable for this link at the rejecting link station.
The C/R bit is set to B'0" if the LPDU causing the frame reject condition was a
command LPDU and to B'1' if it was a response LPDU.

The last 5 bits of byte 4 give the reason for the frame reject condition:

* Bit Vindicates that the send sequence number carried by the control field indi-
cated in bytes 0 and 1 is invalid. A send Sequence number is invalid if it is
greater than or- equal to the last sent receive sequence number plus the
maximum receive window size (mdlcated in the mformatnon fleld of an XID
LPDU)

Note: When this condition is detected the link siation sends an REJ LPDU, not
an FRMR response LPDU. This condition is specified here only for purposes of
mterpretatlon upon receipt of the FRMR response LPDU.

* Bit Z indicates that the receive sequence number carried by the control field
indicated in bytes 0 and 1 does not refer to either the next I-format LPDU to be
transmitted or to an I-format LPDU that has been transmltted but not acknowl-
edged. .

The same receive sequence number may be received in multiple successive
I-format or S-format LPDUs, provided it does not call for the retransmission of
a confirmed I-format LPDU, or for transmission of an I-format LPDU that has not
been transmitted and is not the next sequential I-format LPDU. The receive -
sequence number count is invalid only if it “regresses” to reference an i-format
LPDU that has already been confirmed, or if it “skips” one or more values to
reference an I-format LPDU beyond the next one to be transmitt’ed. '

e Bit Y indicates that the length of the information field in the received I-format
LPDU exceeded the available buffer capacity, so the LPDU was not ‘accepted.
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However, this does not require establishment of a frame reject condition; the
frame may be truncated, passed to path control with the iost data indicator, and
acknowledged. The incoming frame must have passed the validity checks
before any of these options are realized; otherwise the frame is simply dis-
carded.

This bit is mutually exclusive with bit W.
¢ Bit X indicates one of two conditions:
— The detected LPDU contained an information field, and it should not have.

— The detected LPDU was an FRMR response LPDU with an information field
that was not 5 bytes long.

* Bit Windicates that the control field indicated in bytes 0 and 1 represents an
invalid or unsupported LPDU. Exampies of unsupported LPDUs include Set
Normal Response Mode (SNRM) and Set Asynchronous Response Mode
(SARM). Invalid LPDUs include:

— An S-format or U-format LPDU that contains an information field

— An unexpected UA response LPDU (no SABME LPDU or DISC LPDU was
sent).

Note: An I-format or S-format response LPDU received with the F bit set to
B'1', when no command LPDU with the P bit setto B'1' is unanswered, is
processed as if the F bit were setto B'0"'.

Whenever bit V or bit X is set to B'1 ', bit W must also be setto B'1".

The frame reject condition established when such a problem is detected is main-
tained until it is reset by receiving or sending an SABME command LPDU or DISC
command LPDU, or by receiving a DM response LPDU. Except for the SABME or
DISC command LPDU, any frames that arrive while the frame reject condition is
active are ignored, except to respond to command LPDUs with the same FRMR
response LPDU.
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Exchange Identification (XiD) Command
A link station uses the Exchange ldentification (XID) command LPDU to convey
iden